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ABSTRACT 

Objective type of Examination evaluation is easy in Computer 

world, but the descriptive type of question evaluation is more 

complex and there is no significant research has been taken 

place. So many descriptive type examinations like University 

Exams, GRE etc., have been conducting from long time which 

is being evaluated manually by sending these types of 

questions and answers to the experts. This kind of exams 

needs automatic evaluation instead of manual correction to 

bring accuracy and reduce the evaluation time. In this paper, 

authors propose CosInfo algorithm a new solution to the 

above problem which can evaluate the papers automatically. 

This algorithm implemented the feature clustering for 

evaluation purpose that calculate the similarity between two 

documents and cluster the relevant documents in to different 

groups. Proposed algorithm uses the expected information 

function and parts of speech in English grammar as 

parameters to cluster the data, and also builds a model to 

classify the testing documents using SVM classification to 

assess the degree of similarity which will help to award the 

marks automatically. Experimental results show that the 

proposed method obtains better and accurate results to 

allocate marks compared with manual evaluation. 

General Terms 
Feature Clustering, cosine similarity, Split distribution, fuzzy 

clustering. 

Keywords 
Text classification, Document clustering, Information 

retrieval, Feature Clustering, cosine similarity 

1. INTRODUCTION 
Every descriptive answer is evaluated manually because there 

is no proper alternative for manual evaluation. The volume of 

evaluation increased a lot and become difficulty to handle all 

the corrections in a manual way. And also it becomes tough to 

deliver the results within the time. The evaluators are facing 

the stressful situations to correct many papers within short 

time. Because of these conditions the evaluators sometimes 

cannot do the better justification to the students in showing 

the difference between relevant answer and irrelevant answer, 

which may not reach the expectations of the good students 

who wrote the exam well and it leads to the revaluation. They 

need many resources like persons, material, storage of papers, 

time etc., In order to overcome all these challenges this paper 

introduce  an automatic evaluation with the data mining 

techniques such as feature clustering, high dimensional 

reduction, classification rules and information extraction. 

So many researches [1][2][3][4][5] are going on automatically 

classifying text documents for online descriptive evaluation. 

This research is novel idea and uses the data mining 

techniques. This paper suggested a solution through feature 

clustering and text classification methods. Due to the rapid 

development of the Internet technology, the increasing 

volume of digital textual data become more tedious to manage 

and get the knowledge out of that textual data, therefore the 

importance of text classification has gained significant 

attention. There are so many challenges in text classification, 

high dimensionality is one of the biggest challenge in which 

each and every document (data point) consists of common 

words and those common words represent multiple labels at 

the same time. High dimensionality is another concept 

handled in this paper. Feature clustering is an effective 

method to reduce high dimensionality, many researchers 

worked on this for efficient text classification. 

Text classification is different from conventional 

classification approach in construction of text documents. 

Each and every word in the document becomes one 

dimension. There are so many words in a document and thus 

there is a problem of high dimensionality. The high 

dimensionality is a severe problem for text classification 

algorithms which needs to reduce features in the document. 

So many algorithms were introduced to alleviate this problem. 

All these algorithms proposed to reduce the features before 

document classification tasks are performed. The main 

purpose of Feature Reduction is to reduce the classifiers 

computation load and to Increase data consistency. There are 

two types of techniques available for feature reduction, one is 

feature selection and another is feature extraction. Feature 

selection algorithm takes subset of features to reduce the high 

dimensionality. Feature extraction algorithm takes the smaller 

set of synthesized features. 

However feature selection based methods have many 

disadvantages. In these methods useful information may be 

ignored because, they take only a subset of the words which 

are used for the classification of text data. The elements in the 

same cluster are similar to the each other, but the elements in 

one cluster are different from elements in the other cluster. 

The process of segmenting data elements into classes is called 

Data clustering. Different similarity measures like distance, 

connectivity, and intensity are used to place elements into 

classes. The similarity measures are based on the type of the 

data and the functionality of clustering is being used. Data 

elements are divided into distinct clusters using two methods. 

In hard clustering each data element belongs to only one 

cluster. Data elements can belong to more than one cluster in 

fuzzy clustering (also referred to as soft clustering). The 

association between the data elements indicates the strength of 

bonding between the data element and a particular cluster 

In this paper, authors propose a new approach to classify text, 

based on CosInfo method which is a feature clustering 

technique that uses efficient Information retrieval function 

linking the parts of speech components like Nouns, Pronouns, 

Verbs, Adverbs, and Adjectives. Experimental results on real 
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world data sets show the efficiency of the proposed method in 

terms of accuracy, and evaluation time when compared to the 

manual evaluation. The Stanford NLP Maxint Tagger was 

used for identifying the parts of speech for each sentence in 

grammatical manner and word Net2.0 to find out the 

similarities between the words. 

The remaining part of this paper is organized as follows: 

Section: 2 deals with the literature survey, brief background 

about feature reduction and the document clustering. Section: 

3 gives the proposed CosInfo based feature clustering 

technique. Section: 4 give the Experimental results. Finally 

section: 5 give the conclusion. 

2. LITERATURE SURVEY 
In literature, [2] proposed a methodology to enhance the 

evaluation tools in semantic learning systems. He proposed 

two types of exam patterns. Out of those first one is Multi 

Operations Question (MOQ) uses the matrix concept for fuzzy 

score and second one is Proof Open Question (POQ).Both 

exams need to maintain Ontology database and Ontology 

technology. So, This is complicate and not suitable for our 

work. 

Papri [3] proposed a measure of metric with limited spelling 

relaxation and for particular patterns of grammar. His work 

applicable only for few type of grammar structures. So, his 

work cannot be implemented in this research. 

Archana [4] provides web- based testing tool for open source 

exams. This  tool is built on  XML files and uses as data 

storage tier (PostgreSQL). All the  Question papers are stored 

in XML format.  

The references [2],[3],[4] proposed some tools with different 

techniques according to their evaluation purposes for hybrid 

exams but not applicable to fully descriptive answers 

[2].where as in reference [3]is applicable for limited spell 

checker and only for simple sentences. In ref [4] simply 

testing the answer by maintaining xml files for evaluation. In 

ref [3] by using vector concept they can only make the logical 

correction but that implementation is so complex. 

Wojciech Bieniecki et al. [5] proposed an algorithm function 

plot for evaluating the scanned exam papers. The technology 

used was image processing. The answers are processed 

through the bitmaps. This process is time consuming process. 

 Rein [6] proposed an intelligent system to evaluate the 

mathematical problems. He developed an Intelligence 

technology which is similar to the ‘programming languages’ 

technology. His research is not applicable to text type 

answers. Amarjeet et al. [7] proposed a model to represent the 

descriptive answer in the graphical form. His work is 

compared with standard answer by using the similarity 

measures for subject evaluation using tree notation.. This was 

implemented in graphical representation it takes more 

computational time. George Forman[8] focused on to build a 

model with support vector machines, on a single dataset .He 

could not achieve better accurate results and this is not 

flexible. The reference [8], concentrated on feature selection, 

text classification using data mining techniques. But their 

methodologies are not flexible for large data sets.  

Akinori et al. [9] propose a document clustering algorithm 

based on formal concept analysis. This research was not taken 

the meaning of the text content in to consideration and the 

document cluster is done for only numerical data. Qinbao et.al 

[10] proposed and experimentally evaluated the FAST 

algorithm which works in two steps. In the first step, features 

are divided into clusters by using graph-theoretic clustering 

methods. In the second step, the most representative feature is 

selected from each cluster to form a subset of features. 

Almuallim and T.G. Dietterich [11] Baker and McCallum [12] 

employed the distributional clustering of words to reduce the 

dimensionality of text data. All those methods are complex 

and suitable for our work. 

3. BACKGROUND AND RELATED 

WORK 
The bag-of-words model [3] is usually used to process 

documents. Let S be a set of n documents. S = {f1, f2….fn}. fi is 

one of the documents in the set S. Let M be the set of 

features/words which contains all the words in each and every 

documents of set S. M = {m1, m2…mn}. Each document fi , 

where 1 ≤i ≤ n, can contain occurrences of different words. It 

can be represented as fi = <ti1, ti2…tim}, where each tij denotes 

the number of occurrence of mj in document fi. The feature 

reduction task is to reduce the number of features in the new 

word set. The new word set M’= {m’1, m’2…m’m}, such that 

M and M’ will work equally well and shows the results for all 

the desired properties and applications with the document set 

S. Let S’ be the converted and reduced feature set after feature 

reduction. So, that S’= {f’1,f’2….f’k }. If k is much smaller 

than m, then it can be assumed that the computation cost of 

text classification is drastically reduced. Calculating the 

similarity of text documents can be done with Cosine 

similarity measure. This is one of the most popular similarity 

measure applied to text documents. The documents are 

represented as term vectors. The angle between the two 

vectors can be taken as similarity measurement in Cosine 

similarity. This is quantified as the cosine of the angle 

between vectors. 

The Cosine Similarity of two vectors (v1 and v2) is defined 

as: 

Cos (v1,v2) = (v1.v2) / || v1||. || v2|| 

Where (v1,v2) = { v1[0] x v2[0] + v1[1] x v2[1] … } 

 And Where || v1|| = square-root (v1 [0] + v2 [1] …) 

As a result, the cosine similarity gives the non-negative result 

and the result value is bounded between 0 and 1. For example, 

compare two identical copies of two documents d0 and d1, the 

cosine similarity between d0 and d1 is 1, which means that two 

documents are identical and equal. If the cosine similarity 

between d0 and d1 is 0, then the two documents are dissimilar 

to each other. 

3.1 Our Proposed Method  
All the previous discussed methods of feature clustering have 

some problems. In the first one the number of clusters is fixed 

at the beginning. The second one is the computational time. 

The third is the accuracy. Hence, in this paper, authors 

presents an approach to deal with these problems and develop 

a feature clustering procedure, by utilizing the parts of speech 

components like Nouns, Pronouns, Verbs, Adverbs and 

Adjectives as the pre specified clusters. Later an information 

retrieval function is used to calculate the importance of each 

feature in the each specified cluster. Then unimportant 

features are removed from the clusters based on pre specified 

threshold value which can be identified based on experiments. 

3.2 Pre-processing  
The pre-processing process consists of removing the invalid 

terms. At the beginning the document is scanned for finding 

the various parts of speech. All the words are segregated in to 
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Nouns, Pronouns, Verbs, Adverbs and Adjectives. All the 

remaining words are ignored. Next step is to assign the class 

labels to each document. The class labels are of two types. 

First class label is assigned to C1 if the answer document is 

closer to the Original Answer document and second is 

assigned to classes C2, C3 and C4 for not related. The 

closeness is decided based on Cosine similarity measure. 

Later expected information will be calculated to remove the 

less important words. The flow chart of the logic was shown 

in Fig: 1 

  

 

Figure 1: Flow Chart of CosInfo Algorithm 

3.3 Method explanation 
First get the training documents for different set of categories. 

Then build a model for that category. A test document will 

run on that model to get the prediction. Prepare a training 

document d such that it contains all the important information 

related to that category or class. 

Suppose, D  is a set of n training documents d1, d2 . . .  dn  

together with the feature vector W of m words w1; w2; . . . ; 

wm.  Then divide each document in to sentences. 

Find the grammar pattern in each sentence. 

Pattern P = Subject + verb + Object. (SVO pattern) 

                     (Or) 

           P = Object + verb + Subject. (OVS pattern) 

D 0  contains {P 01 , P 02 … P n0 } 

D 1  contains {P 11 , P 12  … P n1 } 

Apply similarity process which will find the similar words in 

the sentences. Ignore the tenses in the verbs. Calculate the 

document similarity between two documents only with 

grammar word patterns, using cosine similarity formula. 

Cosine Similarity of SVO pattern 

 Sp =   djddjdoCOSdjdoSim .0),(),(
                      

 

                                              ||.|0| djd                                          

Where   0.12.0   

Calculate Cosine Similarity of Nouns (Sn), Pronoun, verb (Sv), 

adjectives (Sadj) and adverbs (Sadv)   as per eq (5).  

 Calculate the average Cosine similarity £ as per eq. (6). 

 £ = (0.6 x Sp+  0.1 x  Sn+  0.1 x  Sadv+  0.1 x  Sv+  0.1 x  Sadj) ÷ 

5.                                                          

All the documents which average cosine value £  is more than 

0.2 and less than 1.0 are sub divided in to three more classes 

as most similar, medium similar and less similar. The answer 

documents which cosine value is less than 0.2 would be 

classified as irrelevant document. 

Construct one grammatical word POS (Parts of Speech) 

pattern for each sentence which are in the SVO pattern (or) 

OVS pattern in each document. For each sentences in 

documents, its grammatical word pattern Gpxi is defined as, 

Gp      

          (7) 

Let S be the set of training samples, where the class label of 

each sample is known. Suppose there are m classes, Let S 

contains S i samples of class C i   for i = 1...m, an arbitrary 

sample belongs to class C i  with probability S i /S, where S is 

the total number of samples in set S. The expected 

information needed to classify a given sample is.  

   Where   I(Gpxij) 
s

si
log2

s

si
          (7a) 

Then construct one grammatical word POS pattern for each 

word of Nouns in W. Identify the Pronouns and assign them 

to the adjacent Nouns and change all the Pronouns in to 

respective Nouns. For word wi, its grammatical word POS 

pattern of Nouns Npxi is defined as, 

Np     

Calculate the expected information as per eq. (8) as explained 

below.  

           

Where   
s

si
log 2

s

si

           (8) 

Let S be the total number of nouns in all the classes from 1 to 

m. And S i  is the total repetition of nouns in that particular 

class. 

Construct one grammatical word POS pattern for each word 

of adverbs in W. For word wi, its grammatical word POS 

pattern of Adverbs Advxi is defined as, 

Adv    

Calculate the expected information as per eq. (9) as explained 

below. 
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Where     
s

si
log 2

s

si

           (9)

 

Let S be the total number of adverbs in all the classes from 1 

to m. And S is the total number of adverbs in that particular 

class. 

Construct one grammatical word POS pattern for each word 

of Verbs in W by ignoring the tenses. For word wi, its 

grammatical word POS pattern of Verbs Vxi is defined as,  

V    

Calculate the expected information as per eq.(10) as explained 

below.  

       

Where   
s

si
log 2

s

si

           (10)

 

 Let S be the total number of verbs in all the classes from 1 to 

m. And S is the total number of verbs in that particular class. 

Construct one grammatical word POS pattern for each word 

of Adjectives in W. For word wi, its grammatical word POS 

pattern of Adjectives Adjxi is defined as,  

Adj    

Calculate the expected information as per eq. (11) as 

explained below. 

       

Where     
s

si
log 2

s

si

           (11) 

Let S be the total number of Adjectives in all the classes from 

1 to m. And S is the total number of Adjectives in that 

particular class. 

Our task is to divide the words into clusters, based on the 

calculated value of expected information. A cluster contains a 

certain number of words, and is characterized by fixing the 

threshold of   each word was clustered in to the various 

clusters based on its grammatical parts of speech. The high 

dimensionality reduced by calculating the expected 

information of that particular word and removing that word by 

fixing a threshold value. 

3.4 Algorithm 

Input: Set of Documents d 0 , d1, d2 ...dn 

d 0 should be the ideal document. It contains all the necessary 

information. The categorization and clustering is done based 

on the content of d 0 . 

Output: Set of feature clusters. 

Process: Calculate the document similarity between two 

documents only with grammar word patterns, using cosine 

similarity formula. Convert the pronouns into nouns based on 

situation and identify the subject of sentence from each noun. 

Get all the nouns from each document. Get the cosine 

similarity for all the nouns. In the same way get cosine 

similarity for adverbs, verbs, adjectives. Ignore the remaining 

parts of speech and words. 

Calculate cosine average similarity between each document. 

Compare the document 
0d with

1d ..
nd .Categorize all the 

documents as per the average cosine similarity value   as C1, 

C2, C3 and C4. 

      

2.00.0

5.02.0

9.05.0

0.19.0

4

3

2

1









C

C

C

C

   

Divide the words of W into four clusters based on its parts of 

speech. 

Calculate the expected information I of each word as per 

equation (8). 

Initial expected information β = 0.6 

Loop (1 to end of all the word patterns) 

     If (the I is < β) { 

   Add word pattern to the cluster 

} else { 

  Remove the word pattern from W. 

} 

end if; 

end loop; 

Return with the created clusters; 

End procedure 

This algorithm is used to create clusters based on the CosInfo.  

4. TEXT CLASSIFICATION 
At the beginning, prepare the set of D training documents 

which are similar, medium similar, less similar and irrelevant 

answer to the original answer. Then apply the CosInfo method 

and categories them as different classes. Later take all the 

words in all the documents and cluster them using CosInfo 

method. The clustered documents were taken as training data 

to the linear SVM and a classifier based on Support vector 

machines (SVM) is built. Note that any classifying technique 

other than SVM can be used. A test document will be fed in to 

SVM to classify the class of that document. The SVM takes a 

set of input data and predicts the class label of the test data. At 

the beginning it takes the input data as training data and 

prepares a model. There are two possible classes’ forms the 

input, making the SVM a non- probabilistic binary linear 

classifier. Given a set of training examples, each marked as 

belonging to one of two categories, an SVM training 

algorithm creates a model that assigns new examples into one 

category or the other. 

Create one SVM for each class. For ‘p’ classes create ‘p’ 

SVMs. For the SVM of class Cv , the training patterns of class 

Cv  are treated as having yi =+1, and treated yi =-1 for the 

training patterns of other classes. The classifier is then the 

aggregation of these SVMs. A model is built and classifies the 

unknown document from the model. Suppose, d is an 

unknown document. First convert d to d’ by conducting all the 

pre-processing steps and applying the POS methods described 

in section-3.3 
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Then feed d to the classifier to obtain n values, one from each 

SVM. Then the unknown document d belongs to those classes 

with SVM output 1. For example, consider our example with 

four classes’ C1, C2, C3 and C4. If the four SVMs output is 1, -

1,-1 and -1, respectively, then the predicted classes will be c1 

for this document. If the four SVMs output is 1, -1, -1, 1 

respectively, the predicted classes will be c1 and c4 . 

5. EXPERIMENTAL RESULTS 
Experimental results were conducted the test using test data to 

find the accuracy of our CosInfo clustering method. A 

confusion matrix was built to find the Precision and Recall. A 

confusion matrix contains information about actual and 

predicted classification done by our classification model. 

Performance of the model is evaluated using the data in 

matrix. The table no: 1 and Table No: 2 shows the confusion 

matrix and error report of our classification model for training 

data. The table No: 3 and Table No: 4 shows the confusion 

matrix and error report of our classification model for 

test/validation data. The table No:5 is used for explanation of 

the formulae. The excel miner tool was used in the analysis of 

experimental results. 

Training Data scoring - Summary Report 

Table 1: Confusion matrix of classification model 

Classification Confusion Matrix 

 

Predicted Class 

Actual Class 1 0 

1 492 08 

   
0 03 497 

    

492 are the 1’s correctly classified as “1” 

08 are the incorrectly classified as “0” 

03are the 0’s incorrectly classified as “1” 

497 are the 0’s correctly classified as 0 

Table 2: Error report of classification model 

Error Report 

Class Cases Errors % Error 

1 500 8 1.60 

0 500 3 0.06 

Overall 1000 11 1.10 

                              

Accuracy: (Acc) this is the most common and simplest 

measure to evaluate a classifier. It is just defined as the degree 

of right predictions of a model (or conversely, the percentage 

of misclassification errors). [13] 

m

)j,i(C)j,i(f

Acc

c

1j

m

1i




       

The overall error rate = 1.10  

Accuracy = 1- error rate = 98.90 

Which is very high and it was proved that as our method is 

good.  

Validation Data scoring - Summary Report 

Table 3: Classification confusion matrix 

Classification Confusion Matrix 

 

Predicted Class 

Actual 

Class 
1 0 

1 426 74 

0 34 466 

   
                     

Table 4:  Error Report 

Error Report 

Class Cases Errors % Error 

1 500 74 14.80 

0 500 34 6.80 

Overall 1000 108 10.80 

                            

Table 5: Classification confusion matrix 

Classification Confusion Matrix 

  Actual Class 

Predicted Class 1 0 

1 True positive False positive 

0 False negative True negative 

                               

Precision = True positives ÷ number of predicted positives 

Precision = True positives ÷ (true positives + False positives) 

                 = 492 ÷ 492+8 = 0.984 

Recall = True positives ÷ number of actual positives 

Recall = True positives ÷ (true positives + False negatives) 

            = 492 ÷ 492+3 = 0.9939 
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After careful observation of those two measures, our model 

based on CosInfo method proved best. 

Lift is a measure of the effectiveness of a predictive model 

calculated as the ratio between the results obtained with and 

without the predictive model (classify all records as belonging 

to the most prevalent class). 

Lift Curve: Using the predictive of the response model, 

calculate the percentage of positive responses for the 

percentage of samples tested. And map these points to create  

Lift curve. The lift charts for our model is shown in Fig: 2 and 

Fig: 3 

 

Figure 2: Lift chart for Training data set 

The test was conducted using both training data set and test/ 

validation Data sets. By careful observation of both training 

and validation data sets, our model works very well. 

 

Figure 3: Lift chart for test data set 

CosInfo Method was compared with other method like 

manual evaluation. Consider four categories of documents. 

They are pure theoretical subjects. Semi theoretical subjects 

(theory subjects with diagrams), Formula based subjects (like 

Physics and Chemistry) and Mathematical subjects. The 

experimental results show that our method CosInfo works 

well & obtains satisfactory results. 

 

 

0
1
2
3
4
5
6
7

CINF(CosInfo)

Manual 
Evaluation

 

Figure 4: Comparative chart 

6. CONCLUSION 
This paper presents a novel approach to evaluate the 

descriptive type answers using proposed CosInfo Method. 

Authors proposed a novel clustering algorithm for text 

classification by utilizing Information retrieval function that 

solves the problem of descriptive type Exams evaluation.But 

this method is good for only essay type exams and this is not 

working well for formula based type questions and 

Mathematical type questions.  
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