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Fig. 1. Denoise keeping edges by TV denoising and TV inpainting.

ABSTRACT 

Total variation based methods are widely applied for image 

enhancement and particularly for de-noising. The majority of 

these is designed for a specific noise model. The alternative 

total variation based approach proposed here can deal with 

multiple noise models via two-pass iterative algorithm basing 

on total variation. The first pass is designed for draft 

denoising and to detect noise region. The second pass restores 

the noise region by total variation based inpainting. 

Experiments on Salt & Pepper, Gaussian, Speckle, Poisson, 

and Impulse noise models demonstrate the effectiveness of the 

proposed method.  
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1. INTRODUCTION 
Images are viewed as realization of optical and digital 

processes where noise from transmission errors or external 

factors can be added. Most widely used noise models are Salt 

& Pepper, Gaussian, Speckle, Poisson, Impulse. Removing 

these different noises is necessary to achieve quality for still 

images and videos. Image denoising methods have been 

improved recently in accuracy and performance for noise 

variance. However limitations and effects are found in some 

denoising methods: blurring fine image structure or 

introducing artifacts.  

Total variation (TV) concept of Rudin, Osher and Fatemi 

(ROF) [1] presented an effective algorithm for denoising 

image but keeping edges. Success of TV concept is confirmed 

by its further studies for deblurring [2, 3, 4], inpainting [5, 6, 

7], interpolation [8], super-resolution [9], cartoon/texture 

decomposition [10]. This paper studies TV in recent works for 

image denoising and introduces a new way of its application 

with performance improvement. This is illustrated in fig.1, 

where 1a is input image with Poisson noise, 1b is denoised by 

the first pass of TV method and 1c is final denoised result 

after second pass with TV method in term of inpainting. 

2. OUTLINE OF PAPER 
The rest of the paper is organized as follows: in the next 

section - a brief review of related work and contributions. 

Major development of total variation will be presented. This is 

followed by description of two-pass algorithm of total 

variation for denoising gray image in section 4. Section 5 

describes algorithm for color image. In section 6, experiments 

on a variety of image data set are discussed with conclusion. 

3. CONTRIBUTIONS AND RELATED 

WORK 
Let’s denote image as a M-dimension function of space. 

))(),..((:)(,: 1 xuxuxuu M

N  , 2x  (1) 

Miui ,..,1,:   (2) 

Suppose input image u  includes pure signal v  and additive 

noise n : 

)()()( xnxvxu   (3) 

Reconstruction objective is to recover v  from u . Total 

variation regularization method by ROF for denoising consists 

of two terms [1]: 

 
 dxxvxudxxvvFROF

2

2
|)()(|)()(   (4) 

The first is a regularization term, the second is data-fidelity 

term in L2 norm. The model regards as the solution to a 

variation problem, to minimize )(vFROF
(4). The solution 

attends to diminish variation of v  and keep v  close to the 

input u .  

The selection of noise model can have significant influence on 

outcomes, so the denoise algorithm should agree with the 

actual noise model in the image. Some previous denoising 

methods were addressed to specific noise models.  
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Le, Chartrand and Asaki [2] proposed an alternative TV data-

fidelity term suitably adaptive for Poisson noise:  

xdxuxvxuvdPoisson   )(log)()()(   (5) 

The method requires that the data-fidelity term )(udPoisson
for 

the input image and )(vdPoisson
 for the reconstructed image 

should be matched. 

Alliney [11], Chan and Esedoglu [12] use L1-norm for 

Laplace noise in TV-L1 method:  

 
  dxxvxudxxvvF LTV |)()(||)(|)(

21
  (6) 

The data-fidelity in (6) uses the first differences with 

recursive median filters of appropriate window length in TV-

L1. Split Bregman method is a technique for solving for L1-

regularized optimization problems. Goldstein, Osher [13] and 

Getreuer [14] particularly proposed split Bregman method for 

solving ROF total variation regularization. TV in L1 norm for 

Laplace noise uses the same form of (6) and it is solved by the 

split Bregman. TV for Poisson noise model is formulated in 

the following L1 norm and also applicable by split Bregman 

[14]: 

 
 dxxuxvxudxxvvFPoisson )))(log()()(()()(

2

  (7) 

Bioucas-Dias and Figueiredo [4] proposed total variation 

based restoration for images with the Speckle (Gamma) noise 

by the same TV regularizer formula (1) with split-Bregman 

method. Rodríguez, Rojas and Wohlberg [15] provided TV 

restoration for image with mixed Gaussian-Impulse noise by 

L1 and L2 norms. 

Presented above denoising methods concern application of 

total variation for specific noise models. The method in this 

work attends to get an alternative version of total variation 

that can deal with many noise models. The method uses two-

pass of TV regularization. The two-pass approach is similar to 

two-phase scheme of Chan, Ho and Nikolova in [16] that 

removing salt-and-pepper and impulse noise by an adaptive 

median filter. Other works in [17, 18, 19] proposed two-stage 

iterative method for removing random-valued impulse noise 

with adaptive center-weighted median filter. 

Main contribution of the work is a new adaptive total 

variation based denoising method in two-pass approach that is 

effective for multiple noise models. The method is described 

in next section.  

4. TWO-PASS FILTER 

4.1 Denoising and Inpainting by Total 

Variation  
Denote ,  is the region where noise is applied to 

image u  in (1): 

}0)(,,{  xnxx  (8) 

Noise model with   now can be split into two regions: noise 

region  and region without noise  / , where )()( xvxu  : 













xxnxv

xnasxxv
xu

),()(

0)(:,/),(
)(

/  (9) 

Or simply 

)()()()( / xnxvxvxu    (10) 

The third operand in (10) presents effect of noise. Given 

)(xu
, the denoising problem is to reconstruct )(/ xv 

 and 

)(xv . If the noise region is found then )(/ xv 
 is the 

same )(/ xu 
, that is given in )(xu

. The question is to 

recover )(xv . In our approach, solution of finding )(xv  

can be seen from inpainting problem: for each x , )(xv  

can be presented by a function of )(yv , 

 /)(xneighboury . 

Denoising process basing on detection of high gradient can 

remove noise but it blurs edges and fine image structure [20]. 

Total variation based method of ROF [1] was proposed 

initially for denoising image reserving edges. The method 

likes a minimization problem to find solution )(xuROF
: 

  dxxvxuxvxu
TVBVvROF

2

2)()( ))()(()(minarg)(   (11) 

where BV is bounded variation image [14]. 

Function u  in region of edges and region of noise usually 

have the same signal of high gradient. Difference of u and 

ROFu  can define region that has edges or noise:  

})()(,{  xuxux ROF
 (12) 

Where  is parameter to define level of high gradient. 

Continuousness of pixels in  can be used to distinct region 

of noise: pixels in edge are usually continuous: 



 


otherwisefalse

xneighborexistiftrue
xcontinue

,

)(__,
)(  (13) 

So noise region is 

})(,,{ falsexcontinuexx   (14) 

Inpainting  may be viewed as denoising with a spatially-

varying regularization strength )(x [21]:  


 dxxvxuxvxu

x

TVvBr

2

2

)(

)(
))()(()(minarg)(

  (15) 

where  










x

x
x

,0

,0
)(  (16) 

Iterative split Bregman algorithm by Goldstein and Osher [13] 

can be applied for inpainting for noise region  in the second 

pass, where )(xu
 will be calculated by inpainting problem 

in form of constrained minimization problem: 







 

uwtosubject

dxxvxuxvxu
x

TVwvBr

__

))()(()(minarg)( 2

2

)(

)(,


 (17) 

here w  is auxiliary vector field that is constrained to equal 

discrete derivative u .  

So, the proposed denoising method can be seen like two-pass 

of total variation. The first pass is to get )(xuROF
 by (11), then 

)(xu
is calculated by second pass by (17). 
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4.2 Denoising Gray Image by Two-Pass of 

Total Variation Filter 
Basing on two-pass filter from 4.1, denoising gray image can 

be described in algorithm TV2P. 

ALGORITHM TV2P  

FOR DENOISING GRAY IMAGE 

Given: Noise gray image )(xu and parameter ]1,0[,  .  

The denoising algorithm takes the following steps: 

Step 1: Run ROF TV denoising for input image )(xu , then 

get )(xuROF
by (11) and   by (12). See flow 1 in fig.2. 

Step 2: Get noise region   from (14). See flow 2 in fig.2. 

Step 3: Run iterative ROF TV inpainting for  

)()1()()(* xuxuxu ROF   (18) 

and get mask   by (17). See flow 3 in fig.2. 
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1
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Temporal 
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Fig. 2. Diagram of TV2P Denoising Algorithm  

4.3 Denoising Color Image by Two-Pass 

of Total Variation Filter 
Color image is presented by 3-D function u : 

))(),(),((:)(,: 3213 xuxuxuxuu  ,  (19) 

Where channel 3,2,1,:  iu i  

Given parameters   and  , two-pass TV filter for each 

channel 3,2,1, iu i is described as follows: 


 dxxvxuxvxu ii

TV

i

BVv

i

ROF i

2

2)()(
))()(()(minarg)(   (20) 

Having solution of (19), noise region   can be found from 

})()(,,{  xuxuix ii

ROF
 (21) 

Continuousness of pixels (13) has its 3D form:  

})(,,,{ falsexcontinueixx i   (22) 

Here, 



 


 otherwisefalse

xneighborexistiftrue
xcontinue

i

i

,

)(__,
)(  

Inpainting constrained minimization problem (17) in 3D form: 


 dxxvxuxvxu iix

TV

i

v

i

Br

2

2

)(

)(
))()(()(minarg)(

  (23) 

ALGORITHM TV2P  

FOR DENOISING COLOR IMAGE 

Given: Noise color image )(xu and parameter ]1,0[,  .  

The denoising algorithm takes the following steps: 

Step 1: Run ROF TV denoising for input image )(xu , then 

get )(xu i

ROF
by (20) and   by (21) for each 3,2,1, ii . 

Step 2: Get noise region   from (22). 

Step 3: Run iterative ROF TV inpainting for 

)()1()()(* xuxuxu ROF   and mask   by (23). 

5 IMPLEMENTATION 
Algorithm TV2P is implemented for both gray and color 

images. Next section presents experimental results and some 

remarks. 

5.1 TV2P Denoising Gray Image 
Cameraman image with different noise models are tested for 

TV2P. Fig 3.a is input image with salt and pepper noise. 

Result of TV denoising of step 1 is fig.3b; step 3 gives mask 

in fig 3c. TV inpainting produces final denoising result fig 2d. 

It shows fine denoised image with better contrast, in 

comparison with single TV denoised result (fig.3c). Formulas 

is to define initial value for inpainting. Average value 

( 5. ) is selected for examples in Fig 2, and Fig 3. 

Fig 2e is image added Gaussian noise, fig 2i- Speckle noise, 

fig 2m – Poisson noise and fig.2q – Impulse noise. Results of 

single TV filter are in second column of fig2. Final results are 

in the fourth column, where noise is removed and edges are 

recovered better than results of single TV denoising in second 

column.  

Experiments show TV2P keeps edges better than single TV 

for cameraman gray image dealing with Salt & Pepper, 

Gaussian, Speckle, Poisson and Impulse noise. 

5.2 TV2P Denoising Color Image 
Color images from Berkeley Segmentation Dataset and 

Benchmark (BSDB) were selected for testing TV2P algorithm 

in fig.4. Five noise models were added to the images for the 

input of the TV2P algorithm, see the first column of fig 4. 

Denoising of the images by TV with Split Bregman gives 

results in the second column of fig 4. Step 2 of the algorithm 

produces mask in the third column. Finally, TV inpainting 

with split Bregman outcome images in the fourth column. 

Poisson noise and Impulse noise are more complex for 

denoising by TV and TV2P, thought TV2P gives better results 

than single TV for all noise models. 
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a. Input image with salt & 

pepper noise  

b. Result of ROF denoising (a) c. Inpainting mask for (a) d. Result of ROF inpainting 

from (a) and (c)  

    
e. Input image with Gaussian 

noise 

f. Result of TV denoising (e) g. Inpainting mask for (e) h. Result of TV inpainting from 

(e) and (g)  

    
i. Input image with Speckle 

noise  

j. Result of TV denoising (i) k. Inpainting mask for (i) l. Result of TV inpainting from 

(i) and (k)  

    
m. Input image with Poisson 

noise 

n. Result of TV denoising (m) o. Inpainting mask for (m) p. Result of TV inpainting from 

(m) and (o)  

    
q. Input image with Impulse 

noise  

r. Result of TV denoising (q) s. Inpainting mask for (q) t. Result of TV inpainting from 

(q) and (s) 

Fig. 3. Effect of TV and TV2P for “cameraman” image 
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a. Input image with salt & 

pepper noise  

b. Result of TV denoising (a) c. Inpainting mask for (a) d. Result of TV inpainting from 

(a) and (c)  

    
e. Input image with Gaussian 

noise  

f. Result of TV denoising (e) g. Inpainting mask for (e) h. Result of TV inpainting from 

(e) and (g) 

    
i. Input image with Speckle 

(Gamma)noise  

j. Result of TV denoising (i) k. Inpainting mask for (i) l. Result of TV inpainting from 

(i) and (k) 

    
m. Input image with Poisson 

noise  

n. Result of TV denoising (m) o. Inpainting mask for (m) p. Result of TV inpainting from 

(m) and (o)  

    
q. Input image with Impulse 

noise  

r. Result of TV denoising (q) s. Inpainting mask for (q) t. Result of TV inpainting from 

(q) and (s) 

Fig. 4. Effect of TV and TV2P for BSDB color images 
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6 DISCUSSION 
The algorithm TV2D has parameter , its value effects on 

performance of the algorithm. Parameter   is used in step 2 

of the algorithm to separate noise of edge. Wrong value of   

could lead to over-noise or over-edges. However it can be 

managed manually with experiences. Parameter  regulates 

smooth level in final result  , output image is as smooth as 

big  . 

7 FUTURE WORK 
There are a few models of pure noise and mixed noise. 

Finding general denoising method for multiple noise models 

is challenge. The algorithm TV2P was tested with five 

common noise models. It may need to check possibility of 

noise removal of the algorithm for other noise models.  

8 CONCLUSION 
In this paper an alternative total variation based denoising 

method is presented for gray and color image. The method is 

tested with Salt & Pepper, Gaussian, Speckle, Poisson, 

Impulse noise models. Experiments were taken on the noise 

models and demonstrated the effectiveness of the proposed 

method method but with higher computational cost. The novel 

contribution of the work is two-pass of TV approach for 

denoising problem. We regard the algorithm effective 

application in future and it would be desirable to extend the 

method to other noise models including mixed noise models.  
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