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ABSTRACT 
Image processing is always being a research field for the 

researcher. The Image denoising is one of the important areas 

of image processing. There are several methods for image 

denoising in spatial and transform domain. The current trends 

of the image denoising research are the evolution of mixed 

domain methods. In this paper, a mixed domain image 

denoising method is proposed, which is based on the wavelet 

transform, median filter and nonlinear diffusion. The wavelet 

transform is used in this paper to convert the spatial domain 

image to wavelet domain coefficients. The detail component 

are removed due to the most of the image part is in 

approximation part. The approximation coefficient is then 

filtering by nonlinear diffusion and median filter separately. 

The peak signal to noise ratio (PSNR), root mean square error 

(RMSE) and mean structural similarity index matrix 

(MSSIM) are used as the performance parameter. The 

different wavelet families are used to optimize the 

performance of denoising. The Coiflet2 wavelet and diffusion 

algorithm are giving the best denoising result.  
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1.  INTRODUCTION 
A digital image is generally represented as a matrix of grey 

level or color values. Blur is the attenuation of high 

frequencies may result in smooth edges in the image. A good 

quality image has about 256 grey   values, where 0 represents 

black and 255 represents white. Images are often corrupted by 

noise during the, processing, compression, transmission, and 

reproduction which reduces the image quality. A common 

problem with image is the contamination due to undesired 

Noise. Image denoising is the method of estimating the noise 

free image from the noisy observation. In the process of noise 

removal many denoising methods consider noise as high 

frequency content, and consider the edges with noise and 

Smoothing. An edge contains structural information that 

should be preserved. Nonlinear diffusion, initially proposed 

by Perona Malik in 1990, is a popular iterative method for 

noise removal that uses to perform edge preserving smoothing 

[1].There are many methods for image denoising. Simple 

mathematical filters such as average filter, median filter  

Gaussian filter, wavelet transform, soft thresholding, and 

anisotropic diffusion, are some of the techniques applied for 

image denoising [2]. Wavelet analysis is one of the powerful 

methods to reduce image noise. In this work we developed 

new concept, wavelet family is used for image denoising and 

to denoise image which is corrupted by Gaussian noise.    The 

intention behind this method is to improve result than the 

Haar wavelet transforms [3].The proposed method produces 

improved results. Wavelet is a mathematical tool that can be 

used to retrieve information from images. Wavelet ψ is a 

function of 0 averages, having the energy concentrated in time 

and more flexible extracting time and frequencies information 

a family of wavelet can be constructed from a function ψ (t)   

,also known as mother wavelet. The procedure for noise 

reduction is applied on the wavelet coefficients obtained after 

applying the wavelet transform to the image at different scales 

.wavelet transform produces approximation, horizontal detail, 

vertical detail and diagonal detail coefficient which represent 

the various spatial frequency bands. The wavelet transform is 

used because it is good for energy compaction since the small 

and large coefficients are more likely due to noise and 

important image feature. And the diffusion algorithm is 

providing higher speed in such image region where the 

magnitude gradient is small vice versa. Our concept we use 

Gaussian noise & wavelet family. Perona and Malik (PM) 

who proposed a non linear diffusion process, where diffusion 

can take place with a variable diffusion in order to control the 

smoothing effect. The diffusion coefficient in the PM2 

process was chosen to be a decreasing function of the gradient 

of the signal. This operation selectively low passes filter 

regions that do not contain large gradient [4] [5]. 

This paper is organized as follows. Firstly this paper presents 

the Image denoising technique in section 2. Section 3 

describes the proposed algorithm. Section 4 shows the 

experimental results and conclusion is given in section 5. 

 

.2. IMAGE DENOISING TECHNIQUE 

2.1. Non linear diffusion based image 

denoising 
The theory of nonlinear diffusion is using nonlinear partial 

differential equation (PDEs).This method is used to create a 

scale space representation that contains simplified images. 

The image edges of some images are maintained or enhanced. 

It is expected that the large values of diffusivity for the small 

gradient norm for performing strong smoothing, and for low 

values of diffusivity for the high gradient norm to slow down 

the diffusion process and protect delicate image features. To 

form nonlinear diffusion, it is replaced constant diffusion 

coefficient of linear equation by using a smooth non 

increasing diffusivity function g with g (0) = 1, g(s)  0, and 

lim s —>∞ g(s) = 0. As a result, the diffusivities become 

variable in both space and time. The Perona-Malik equation is 

[1]. 

                                         
  

  
  = ∇· (g (|∇u|) ∇u)  
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With homogeneous boundary conditions and the initial 

condition   u0(x) = f (x), f denoting the input image. Perona 

and Malik suggest the diffusivity function: 

                             g(s) =1/ (1 + s2/λ2), 

Where λ indicates contrast parameter. 

Here below the Perona & Malik equation is shown in 1D 

which demonstrates the role of contrast parameter λ [6]. 

                    
  

  
= 

 

  
(g (|ux|)ux) = Ф′ (ux)uxx 

With g (|ux|) = 1/ (1+|ux|
2/λ2)   Here δt subscripts denote partial 

derivatives, and the diffusion time is a simplification 

parameter and diffusion time is large values corresponding to 

stronger filtering.  

g (|ux|) is non negative function that controls the amount of 

diffusion. 

The desirable characteristics of diffusion coefficient are such 

that:  

1. It diffuses more in smooth areas and less around large 

intensity transitions.  

2. Around the large intensity transitions it faces backward 

diffusion so that edges are sharpened and assure forward 

diffusion in smooth areas for noise removal. 

 

2.2 Discrete wavelet transforms 
Signal is represents as a superposition of two sorts of element: 

scaling functions and wavelets. The scaling functions 

represents the signal with a lower resolution approximation 

(low pass filter) while the wavelets represents the resulting 

difference components (high pass filters). A representation is 

the so called discrete wavelet transform 

                f (t) = ∑ c (k) φk (t) + ∑ ∑ d (j,k)  ψj,(t) 

Where φ (t) is the scaling function, ψ (t) is the wavelet. The 

data is separated in to different frequency components by this 

tool and after that it studies each component with resolution 

matched to its scale. DWT is computed with a cascade of 

filtering followed by a factor 2 sub sampling [7]. 

 

H and L denote high and low pass filters respectively.  ↓ 2 

denotes sub sampling. Outputs of the filters are represents by 

equations 1 and 2[7]. 

               aj+1[p] =                
               (1) 

              dj+1[p] =                 
              (2) 

Where aj is used to next scale of the transform and element dj 

is wavelet coefficients.  l[n] and h[n] are coefficients of low 

pass and high pass filters.  

 

2.2.1. Haar wavelet 
Haar wavelet is non continuous function and resembles a step 

function. Haar wavelet & scaling functions are given 

respectively by 

                         Ψ(x) = 1[0, 1/2] – 1[1/2, 1] 

                        Ф (x) = 1[0, 1] 

Where 1[a, b) denotes the characteristics function equal to 1 

on [a, b) and zero everywhere else [8] [9]. 

 (i)   It is real and orthogonal and compact support. Therefore 

                                   Hr = Hr*                       

                                   Hr1 = Hrt 

And have the following advantage  

(1)Computation time is the best in performance. 

(2)Simplicity. 

(3) With high computation of speed. 

2.2.2. Daubechies and Coiflets 

Daubechies (db) and Coiflet (coif) wavelets are families of 

orthogonal wavelets that are compactly supported. Compactly 

supported wavelets correspond to finite-impulse response 

(FIR) filters and, thus, lead to efficient implementation 

[10].The particular class of wavelets known as coiflets is near 

symmetric. They have a same number of vanishing moments 

for the scaling function and wavelets. The wavelet is near 

symmetric their wavelet functions have N/3 vanishing 

moments and scaling functions N/3-1 .In addition coiflets 

have been shown to be excellent for the sampling 

approximation of smooth functions.  Both the scaling function 

(low pass filter) the wavelet function (High pass filter) must 

be normalized by a factor 1/    [11]. 

 

3. PROPOSED ALGORITHM 
1. Read the image. 

2. Add the Gaussian noise to the image. 

3. Apply DWT using Harr wavelet, Db2 wavelet and Coiflet 

wavelet over   the mixer of the noise and the Original image. 

4. DWT will generate the approximation coefficient and detail 

coefficient..                                                     

5. The approximation coefficients apply non-linear diffusion 

algorithms. The nonlinear diffusion algorithm apply at low 

frequency and wavelet transform will use at high frequencies. 

6. Reconstruct an estimate of the original image by applying 

the corresponding IDWT. 

7. It will calculate and display the result of the PSNR, RMSE 

and MSSIM. 

8. Compare all the result of different method at different noise 

level. 

 

 
 

Fig 1:  Show the denoising algorithm 
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4. EXPERIMENTAL RESULT 

We have taken standard image Lena (512  512). Add the 

Gaussian noise to the image. Perform image denoising via 

wavelet family (haar wavelet, db2 wavelet, and Coiflet2 

wavelet), nonlinear diffusion, and median filter. The result 

(PSNR, RMSE, MSSIM) of combination different methods at 

different noise level show in tables. The Coiflet wavelet and 

diffusion algorithm are giving the best denoising result.   

 

Table1. PSNR values from different Algorithm 

 

 

Noise Haar 

Haar+ 

median 

Diffu 

-sion 

Haar 

+Diff 

Db2+ 

Diff 

Coif2+ 

Diff 

0.01 24.68 26.24 27.1 27.22 27.98 28.16 

0.02 22.41 25.35 26.61 26.63 27.25 27.49 

0.03 21.05 24.74 23.89 25.89 26.44 26.61 

0.04 20.03 24.13 21.35 24.96 25.42 25.53 

0.05 19.29 23.60 19.46 24.32 24.63 24.79 

0.06 18.65 23.22 18 23.49 23.79 23.85 

0.07 18.2 22.70 16.94 22.76 23 22.99 

0.08 17.66 22.30 16.01 22.13 22.32 22.38 

0.09 17.29 22.04 15.28 21.61 21.76 21.75 

0.1 17.07 21.81 14.69 21.07 21.29 21.31 

 
 

 
 

 

Fig 2: Graph between PSNR Vs Gaussian Noise 

 

 

         Table2. RMSE values from different Algorithm  

 

NOI 

SE Haar 

Haar+ 

median 

Diffu 

-sion 

Haar 

+Diff 

Db2 

+Diff 

Coif2 

+Diff 

0.01 14.87 12.41 10.02 11.09 10.09 9.09 

0.02 19.3 13.75 11.91 11.88 11.05 10.75 

0.03 22.58 14.75 16.28 12.92 12.14 11.91 

0.04 25.38 15.84 21.81 14.16 13.52 13.4 

0.05 27.64 16.83 27.12 15.5 14.95 14.68 

0.06 29.78 17.59 32.06 17.06 16.48 16.35 

0.07 31.35 18.68 36.24 18.54 18.04 18.06 

0.08 33.38 19.55 40.35 19.94 19.5 19.37 

0.09 34.8 20.15 43.86 21.18 20.72 20.84 

0.1 35.69 20.68 46.96 22.53 21.97 21.92 

 

 

 

Fig 3: Graph between RMSE Vs Gaussian Noise 

             

 

Table3. MSSIM values from different Algorithm 

 

NOI 

-SE Haar 

Haar+ 

median 

Diffu 

-sion 

Haar+ 

Diff 

Db2+ 

Diff 

Coif2+ 

Diff 

0.01 0.51 0.69 0.76 0.76 0.78 0.78 

0.02 0.39 0.63 0.65 0.73 0.75 0.76 

0.03 0.33 0.58 0.54 0.69 0.7 0.71 

0.04 0.29 0.55 0.46 0.63 0.65 0.66 

0.05 0.27 0.52 0.37 0.59 0.6 0.61 

0.06 0.24 0.49 0.32 0.53 0.54 0.56 

0.07 0.22 0.48 0.28 0.49 0.51 0.52 

0.08 0.2 0.45 0.25 0.46 0.47 0.48 

0.09 0.19 0.44 0.22 0.42 0.44 0.45 

0.1 0.18 0.43 0.2 0.4 0.42 0.42 

 

 

Fig 4: Graph between MSSIM Vs Gaussian Noise 
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Fig 5: (a)                            Fig 5: (b) 

 

Fig 5:  (c)                         Fig 5:  (d) 

 

Fig 5:  (e)                      Fig 5: (f) 

 

Fig 5:  (g)                           Fig 5: (h) 

Fig 5: Images of different algorithm 

(a) Original image (b) Noisy image (c) Denoised with haar 

wavelet (d) Denoised with haar wavelet+ median filter(e)  

Denoised with nonlinear diffusion algorithm (f) Denoised 

with haar wavelet+ non linear diffusion algorithm  (g) 

Denoised with db2 wavelet+ non linear diffusion algorithm 

(h) Denoised with coiflet2wavelet+ non linear diffusion 

algorithm . 

 

5. CONCLUSION 
The denoising performance improved by wavelet family. And 

improved denoising results achieved by using estimate the 

wavelet coefficients. Wavelet transforms produce 

approximation coefficients and detail coefficients. The non 

wavelet transforms use at higher frequencies coefficients. In 

linear diffusion applies at low frequencies coefficients. 

 From the simulation result we conclude that 

Coif2+Non linear diffusion algorithm shows better 

performance in terms of PSNR, RMSE and MSSIM 

as compare to all other method.   

 For future wok - We can train our algorithm using 

various AI techniques like fuzzy logic or neural 

network, in order to attain the best output without 

performing calculations for each and every 

combination. Use of AI techniques will lead to the 

optimal solution directly, with more efficiency and 

less tedious work. 
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