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ABSTRACT 

Cloud Computing is a term which is generally used in 

reference to Internet. The whole Internet can be viewed as a 

cloud. The cloud is quickly changing a worldwide network of 

computers into the largest single, "virtual" computer in the 

world. This includes sharing of resources which increases the 

load on single machine. Thus the overall performance 

degrades and this problem is named as load balancing. Load 

Balancing is one of the challenging issues now a day. To 

overcome from this problem be reassign the load by 

implementing various algorithms introduced for this problem. 

In this paper we study and compare various algorithms, 

techniques used to solve the problem of Load Balancing and 

Distributed Load Balancing.   
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1. INTRODUCTION 
Cloud computing is most popular technique that is defined as 

“A dummy for on-demand network access to a common pool 

of configurable computing resources that can be rapidly 

provisioned and released with minimal management effort or 

service provider Interaction” Cloud Computing is specialized 

scalable entity that delivers different level of services to the 

third party. These services are Platform as a service( PaaS ), 

Software as a service(SaaS) & Infrastructure as a 

Service(IaaS) [1, 11]. Cloud Computing involves various 

distributed technologies to share resources, software 

information via internet to reduce the cost, increase 

computation and performance and satisfy the needs of 

customer. While providing various benefits it has some side 

effects or it has various issues like security, load management 

etc. Load Balancing was identified as a major concern to 

allow Cloud computing to scale up to increasing demands 

[2].Load balancing performances is shown by using cloud 

analyst simulator for different algorithms. 

1.1 Goal of load balancing 
It main aim is to give best performance by balancing or 

reassigning the load among various resources. It is new 

technique that facilitates resources by providing even 

distribution of load, minimum response time and maximum 

throughput. One of the best example related to load balancing 

are websites [5]. As while using website users could 

experience delays, possible long system responses and 

timeouts due to traffic and overloading. Load balancing 

resolve this problem. It provides better distribution of the 

communication traffic so that website availability is 

conclusively settled. 

1.2 Metrics for Load Balancing 
• Throughput: It is used to compute the no. of tasks for a 

give time. The performance of any system is improved if 

throughput is maximised. 

• Fault Tolerance: It is defined as to recover from failure. 

The load balancing should be a best fault tolerant 

method. 

• Migration time: During execution of a job, for reducing 

load it is need to migrate the jobs or resources from one 

node to other nodes and the time required is migration 

time which should be minimised to improve the 

performance of the system. 

• Response Time:  It is the time required to response a 

task for a specific load balancing algorithm in a system. 

It should minimum for better performance of a system. 

• Scalability: It is the capability of an algorithm to 

perform Load balancing in a system for any determined 

number of nodes. This parameter should be improved. 

1.3 Policies of Load Balancing 

• Information policy: It defined that what information is 

required and how this information is collected. This is 

also defined that when this information is collected. 

• Triggering policy: In this we explain that time period 

when the load balancing operation is starting to manage 

the load. 

• Selection policy: This policy is used to find out the task 

which transfers from overloaded node to free node.  

• Resource type policy: It explains all types of resources 

which are available during the load balancing. 

• Location policy: This uses all the results of the resource 

type policy. It is used to find a partner for a server or 

receiver. 

2. LITERATURE REVIEW 
Load Balancing is a technique in which workload is 

distributed over a number of nodes to decrease the traffic and 

increase the efficiency and throughput of the cloud. There are 

various parameters which will improve the load balancing if 

we properly utilizing the resources. Some of these parameters 

are reliability, waiting time, adaptability, load rejection, 

stability, response time, turnaround time, throughput, 

processor thrashing, execution time,  resource utilization, fault 

tolerant, process migration, etc[3].There are many algorithms 

that are used to distribute the load. Different algorithms have 

different criteria and environment to improve the 

performance. Following are the algorithms used for 

distributing the load among several nodes. 
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Fig no. 1 Implementation of polices of Load Balancing

 

On the basis of who initiated the process, load balancing 

algorithms can be of classified as [3, 4]: 

• Sender Initialized: Initialized by the sender. 

• Receiver Initiated: In this load balancing algorithm is 

initiated by the receiver. 

• Symmetric: It is hybrid of both sender initiated and 

receiver initiated. 

On the basis of the current state of the system, load balancing 

algorithms can be classified as [3, 4]: 

• Static: It doesn’t depend on the current state of the 

system Prior knowledge of the system is needed. It 

basically evenly distributes the load between servers 

[12]. 

• Dynamic: Decisions on load balancing are based on 

current state of the system. Thus it does not require any 

prior knowledge. Thus it is improved version of static 

approach. In this we search the lightest load node or 

server to balance the load [12]. 

2.1 Distributed Load Balancing 
Distributed Load Balancing is used to distribute the work load 

over multiple networks. For this many distributed solution 

have been identified. Comparison of different algorithms is 

shown in table no. 1. 

There are different algorithms used for it. Some of them are as 

follows: 

• Honey Bee Algorithm: Achieves global load balancing 

through local serve actions. Its whole concept is based on 

the idea honey bee, how they search their food and then 

inform others for the same by waggle dance.  The 

strength or power of waggle dance gives idea about the 

amount of food present. In the same way the load 

balancing is done. As virtual machine is overloaded the 

user request is forwarded to next less loaded virtual 

machine [5]. 

• Round Robin: In this algorithm the processes are 

divided between all processors in a round robin order and 

each processor having equal work load but different 

processes have different job completion time. Thus some 

nodes are idle for much of time and some are heavily 

loaded. Thus it is not a good algorithm [6]. 

• Min-Min Algorithm: First, Minimum completion time 

for all tasks are found and among these tasks minimum 

value is chosen and corresponding task is scheduled on 

corresponding machine. Assigned task is removed from 

the list of tasks that are assigned to machine. This 

algorithm has a drawback i.e. Starvation [7, 8]. 

• Max-Min Algorithm: It is similar to min-min algorithm 

except after finding out minimum execution times and 

selecting task having the maximum value  or having  

maximum time among all the tasks on any resources[5,8] 

• Biased Random Sampling: Achieves load balancing 

across all system nodes using random sampling of the 

System domain to accomplish self-organization thus 

stabilize the load among nodes. A virtual graph is 

constructed to represent the load on serve and 

connectivity among them [8, 9]. 

• Equally Spread Current Execution Algorithm: It 

handles processes with Priorities. It distribute the load 

randomly by checking the size and transfer the load to 

that virtual machine which is lightly loaded or handle 

that task easy and take less time , and give maximize 

throughput. It is also Known as Spread Spectrum 

technique as the entire load is distributes among nodes by 

load balancer [7, 8]. 

• A Task based Scheduling Algorithm on Load 

Balancing: It has two level task scheduling processing. 

In first level it maps tasks to virtual machines and then 

virtual machines to host resources. It provides maximum 

throughput or maximize resource utilization with 

minimum task response time [5, 10]. 

• Throttled Load Balancing Algorithm: In this algorithm 

the client first compete to find a suitable Virtual Machine 

with the help of load balancer to perform the required 

operation. Virtual machines are designed to handle 

specific task. The load balancer on the request of user 

assigns virtual machine on the basis of the requirement of 

task. 

• Ant Colony Optimization: This technique take the idea 

from the ant behaviour, how they collect information and 

leave the liquid(pheromone) in the path to inform others 

the about the path of food. This algorithm maintains a 

pheromone table on the basis of resource utilization and 

node selection method. The ants searches for overloaded 

node and then traverse it and then go back to fill the 
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under loaded node so as to make balance or evenly distribute the load[13] 

 

 

Fig no. 2 Hierarchy of Load Balancing Algorithms

3. SIMULATION TOOL: CLOUD 

ANALYST 
Cloud computing relieved the IT companies from the 

headache of setting basic hardware and software 

infrastructure. Thus it also reduces the setting cost of any 

project or even the setting any IT business. Also they can 

focus on new technology invention or quality of the service 

they provide. Some recently emerging application services 

which are based on cloud technology include content delivery, 

social networking, real-time instrumented data processing and 

web hosting. All of these applications have different feature, 

configuration, and composition and deployment requirements. 

Thus to check or test the performance of policies like 

scheduling and allocation in real environment of cloud 

computing is very difficult and facing many challenges. 

Because cloud shows dynamic demands, system size, supply 

patterns and also varying resources. Another challenge is due 

heterogeneous user requirement of varying quality of service 

and also dynamic workloads and varying performances. It is 

really very difficult to use real time application on varying or 

dynamic requirement and it’s also having many 

benchmarking. Thus it is impossible to perform benchmarking 

experiments in repeatable, scalable and dependable 

environments using real-world Cloud environments. To do so 

we use various simulation tools. One of them is Cloud 

Analyst .It is a modified version of CloudSim simulator. 

Cloud analyst is a GUI based simulator which is very easy to 

use and having ability to define simulations with a higher 

degree of flexibility and configurability [15]. It provides 

graphical output and you can easily change the parameters 

focus on parameters without focusing on programming. You 

can perform experiments in repeated manner for same 

parameters or by changing parameters and also save your 

simulation in a different file [15]. 

4. EXPERIMENTAL ANALYSIS 
We analysis three algorithms Round Robin, Throttled Load 

Balancing Algorithm and Equally Spread Current Execution 

Algorithm. We assume some parameters for analysis on cloud 

analyst. 

For Round Robin I Time 

• Overall response time: Avg(291.61ms)  Min(38.26ms) 

Max(482.02ms). 

• Data Processing time: Avg(0.18 ms)  Min(0.00ms)   

Max(0.75ms) 

For Throttled Load Balancing I time 

• Overall response time: Avg(291.51ms)  Min(40.26ms)   

Max(482.02ms). 

• Data Processing time: Avg(0.18 ms)  Min(0.00ms)   

Max(0.75ms). 

For Equally Spread Current Execution Algorithm I time 

• Overall response time: Avg(291.41ms)  Min(40.26ms)   

Max(482.02ms). 

• Data Processing time: Avg(0.81 ms)  Min(0.00ms)   

Max(0.75ms). 

Table 2 contains the assumed parameters and table 3 gives 

information about user bases. Fig. no. 3 is the output of the 

round robin algorithm performance. 
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Table No. 1 Comparison of various Load Balancing Algorithms 

 

5. CONCLUSION 
Day-by-day use of cloud computing is increasing which 

increase the load on the servers providing services to third 

party. Due to this the overall performance degrades and there 

is poor resource utilization. This problem is referred as load 

balancing which is a major issue now days. To solve this 

problem various algorithms are proposed. In this paper be 

study the various algorithms, their advantages and 

disadvantages and the parameters which improve the load 

balancing problem. Cloud analyst is tool or simulator on 

which we analyze the performance of various parameters 

which improves the load balancing problem thus improving 

overall performance and maximize the resource utilization. 

Future scope in this field is to find an algorithm and the 

parameter which best reduces the load balancing problem. 

Table No. 2 Factors Assumed For Performance Analysis 

Factor assumed I time II time 

User group factor in user base 1 10 

Request grouping factor in 

data center 

1 10 

Execute instruction per 

request 

1 10 

Simulation time 3 min 3 min 

 

 

 

 

 

 

 

ALGORITHM 

NAME 
PARAMETERS USED  

TYPE OF 

ALGORITHM  
MERITS DEMERITS 

Honey Bee 

Algorithms[14] 

Throughput, Job completion  

time, Overhead 
Dynamic 

Achive Global Load 

Balancing, Maximize 

resource utilization, low 

overhead 

Low Priority load 

Round Robin[6] Completion time Static Every process get equal 

weight age so no process will 

go under starvation. 

Most of the time 

processor  

remains idle. 

Min- Min 

Algorithm[8] 
Execution time static Job with smallest execution 

time is executed. 
Starvation 

Min-Max 

Agorithm[8] 
Execution time Static 

Improved version of Min- 

Min algorithm 
 

Task Scheduling 

algorithm[5] 
Response time, Throughput Dynamic 

Minimize the response time 

and maximize  

resource utilization. 

 

Based Random 

Sampling[5] 

Threshold value or maximum 

walk length 
Dynamic Stablilize  load among nodes 

Performance 

degrades as no. 

of serve 

increased. 
Equally Spread 

Current 

Execution[13] 

Response time, Dynamic Maximize throughput 

Less priorites 

process need to 

wait too long. 

Throttled Load 

Balancer[5] 

Communication cost,Network 

Delay,Load Movement Factor 
Dynamic High Load Movement Factor High 

communication 

cost and Network 

delay 
Ant Colony 

Optimization[13] 

Fault tolerance, 

ResourceUtilization,Scalability 
Dynamic 

High fault tolerance and 

resource utilization,good 

scalability 

Complex 

network and need 

to manage 

phenome table 
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Table No. 3 User bases for simulation 

Name Region Requests 

per user 

per hr 

Data Size per 

Request(byte

s) 

Peak 

Hours 

Start(GMT

) 

Peak 

Hours 

End(GM

T) 

Avg Peak 

Users 

Avg Off-

Peak 

Users  

UB1 2 20 100 3 9 1000 100 

UB2 3 40 100 3 9 1000 100 

UB3 4 80 100 3 9 1000 100 

UB4 5 60 100 3 9 1000 100 

 

 

Fig No. 3 Output of round robin algorithm having 4 users and datacenter
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