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ABSTRACT

Density based clustering technique groups similar data objects
based on density. In this paper, a methodology has been
proposed based on density based clustering technique in order
to remove redundant test cases so that time wasted in testing
unnecessary test cases can be reduced. Experiments show that
how our technique can significantly reduced test suite.
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1. INTRODUCTION

Software testing[2] is the process of executing a program in
order to find faults that helps the software developers to
improve quality of software product and reduce the cost
produced by these faults. [2]Software testing means
generation of test cases to test correct functionality of
software. [2] The output of test case may be either pass or fail.
Test suite reduction means eliminating unnecessary test cases
which does not contribute to fault detection ability. Software
testing is time consuming as it consumes much time in testing
redundant test cases. So, our approach deals with elimination
of these redundant test cases to save time spent in testing. For
this, Density based clustering technique has been used as it is
more efficient technique because it overcomes certain
limitations of other clustering techniques.

This paper is organized as follows. In section 2, a lot of work
done related to area of test suite reduction by others has been
discussed. In section 3, a discussion is made on DBSCAN
clustering algorithm and tools used for testing and mining test
cases. In section 4, research methodology is presented. In
section 5, experimental results are shown. In section 6,
performance has been evaluated. In section 7, concluding
remarks and future work to be done in this area has been
discussed. In section 8, acknowledgements have been given.
In section 9, references are listed.

2. RELATED WORK

Lilly Ramesh and G.V. Uma [1] discussed a new approach for
automatic generation of test cases from software requirements
specification. [2]Classification rules are generated first with
the help of Weka classifier that classifies SRS into functional
and non-functional requirements from which state diagram is
derived which is then transformed into test cases upon which
clustering techniques are applied to mine test cases.

Kartheek Muthyala et.al. [3] proposed a new technique based
on clustering by which test suite can be significantly reduced.
By implementing given data set in Weka using K-means
clustering and then eliminating redundant test cases by
applying pickupCluster algorithm, they provide reduced test
suite which again tested for coverage and yielded good results.
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Lilly Ramesh and G.V. Uma [2] proposed an algorithm that
groups the test cases based on similarity of their execution
profiles and samples some representatives to form the reduced
test suite. [2]Firstly, various metrics are calculated from test
suite and based on results, appropriate metric is selected to
cluster test cases and from each cluster sample test cases are
selected to reduce test suit size.

Ying Huang and Lu Lu [4] proposed matrix based user
session data reduction technique to reduce test suite. Firstly,
user session data is gathered and then, service profile is
constructed with the help of reverse engineering tools. After
this, user session matrix is constructed using these two fields
from which reduced data set is selected using concept
analysis.

3. BACKGROUND

3.1 DBSCAN clustering

DBSCAN is designed to find non-spherical shaped
clusters.[3] It finds the objects that have dense
neighbourhoods and connect them with their neighbourhoods
to form clusters[1].

Procedure[1]:

o Initially all the objects are marked unvisited.

e Then, randomly select an unvisited object m and
mark it as visited .

e Check if its neighbourhood has no minpoints
objects,then mark m as noise point.

e Else
Form a new cluster C and add m to C.
Add remaining objects of neighbourhood of m to set
N.

e  Repeat same procedure for each unvisited objects of
N until all objects are visited.

3.2 Selenium

Selenium is freeware automation tool for testing web based
applications. It performs functional regression testing.
Selenium IDE helps in recording test cases. It uses Javascript
enabled web browser.

3.3 Weka

Weka is freeware, easy to use, platform independent data
mining tool. K-means, DBSCAN and various clustering
algorithms are already implemented in it. But for this paper,
DBSCAN is considered as it efficiently handles irrelevant
data.

4. RESEARCH METHODOLOGY

®  Take adata set .
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e  Then, generate test cases using Selenium tool. ' Selenium IDE 250 *
® Save te.st cases that have been generated in an Fle Edit Acions Options Help
excel file. Base URL  https,//www.amizone.net/ v
e  Convert the excel file into attribute related file ast  Slow pm
format(arff) according to the specifications in 6= pE b= ‘@ @
Weka. Tect Case Table ‘ Source‘
Load the converted arff file into Weka.
e  Apply DBSCAN algorithm to the above loaded Untitled* Command Target Value
data .
e Save the clustered test cases in arff file. clickAndWait link=My Calendar 1l
Take the clustered arff file and again load it clickAndWait link=Time Table

into Weka to show the cluster assignments.

e Then, apply appropriate filter to eliminate clickAndWat ink=hy Courses I

irrelevant test cases. | |clickAndWait link=My Faculty
*  Saveoutputtoanarff file. | \cickndWat  TinksRegiration :
5 EXPERIMENTAL RESULTS clickAndWait link=Downloads |
| |clickAndWait link=Fee Bills & Rece..
| licdndWat  linkeEsaminaton
- clickAndWait link=Suggestion Box 4
Command v
E Target v | Select Find
Runs: T value

Fallures: 0

‘ Log ‘ Reference Infor Clear

- e T ————

[mfo] Executmg |c||ckAndWa|t| ||n|< Fee B|||s & Receipts | | i
[info] Executing: |clickAndWait | link=Examination | |

[info] Executing: |clickAndWait | link=Suggestion Box | |
[info] Executing: |clickAndWait | link=My Profile | |

[info] Executing: |clickAndWait | link=Achievements | |
[info] Executing: |clickAndWait | link=Write to Chancellor | |
[info] Executing: |clickAndWait | link=My Calendar | |

4 [

Fig .1 Generation of test cases using Selenium



-
| testcases25 - Notepad

File Edit Format View Help
@relation testcases8 -

@attribute command
iopen,type,clickandwait,select,click}

@atrribute target

{/,name=username, name=password,id=Login, 1ink=MyCale
ndar,1ink=TimeTable, 1ink=MyCourses, 11nk=MyFaculty, 1
ink=Internship, Tink=Registration, Tink=-Downloads, 1in
k=Examination,id=ct100_ContentPlaceHolderl_DropDown
Listl, Tink=FeeBills&Receipts, 1ink=5uggestionBox, 1in
k=MyProfile,link=Achievements, 1ink=wWritetoChancello
r, 1ink=Home }

@attribute value

{1054743,RASHI168, 1abel=2,1abel=1,nul1}

m

@data

open, /,null

Type,name=username, 1054743

t%rpe ,Name=password,RASHI1G8
rlickandwait,id=l ngin,null
clickandwait,link=MyCalendar,null
clickandwait,Tink=TimeTable,null
clickandwait,link=MyCourses,null
clickAndwait,1ink=MyFaculty,null
clickandwait,1ink=Internship,null
clickandwait,link=Registration,null
clickandwait, 1ink-pDownloads,null
clickandwait, link=Examination,null
select,id=ct100_ContentPlaceHolderl_DropDownListl,]

=

Fig.2 Arff file of test cases
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Pt staes datred

O Welobplorr 4y M MIRIINNS (= | B i

| Preprocess I Classify| Cluster | Associate I Select attributes I \c’lsualize|
Clusterer

MakeDensityBasedClusterer -M 1.0E-6 -w weka.clusterers, SimplekMeans -- -1 2 -4

Cluster mode

Clusterer output

() Use training set Discrete Estimator. Count #
Attribute: target

Discrete Estimator. Count

(@ Supplied test set [ L

() Percentage split % |66 Attribute: value

(7) Classes to dusters evaluation Discrete Estimator. Count
(Mom) value

Store dusters for visualization

Cluster: 1 Prior probabil

Attribute: command

Discrete Estimator. Count
Attribute: target
Stop Discrete Estimator. Count
Attribute: value

[ Ignore attributes

Result list (right-click for options)

Discrete Estimator. Count

18:29:50 - MakeDensityBasedClusterer

Clustered Instances

0 42 ( 82%)
1 9 { 18%)

m

Log likelihood: -3.76715

« [m] G

Status

oK wxo

Fig .3 Loading arff file into weka and applying DBSCAN
algorithm

Fig. 4 Plot matrix for visualizing cluster assignments

e

= —— —— = T

. :
Weka Expl

O Mot , sl -

Preprocess | Clssiy | Cluster | Assodate | select attbutes | visalze|

[ Open file,.. H QOpen LR... H OpenDB... H Gengrate,.. ] Undo

Filter

Selected attribute
Name: Cluster

Currentrelation

Relation: testcasesd_custered Attrbutes: 5 Type: Nominal

Instances: 51 Sumofweights: 51 Missing: 0 (0%) Distinct: 2 Unique: 0 (0%)
Attbutes Ho. Label Count Weight
[ Al H None H Invert H Pattern l 1|d”m |42 |42'D
Ydistert |9 EN
Mo, Name
1/Instance_number
2|"|command
3 target
4 |value
5 [ Cluster (Class: Cluster (Nom) v | Visuaze Al

43
i l ]

Status

ok o

Fig. 5 DBSCAN results



o

Mj reduced_testcases - Motepad = | 5 i

File Edit Format View Help

@relation testcases8_clustered-

weka. filters. supervised. instance. stratifie
drRemoveFolds-50-N10-F1-

weka. filters. unsupervised. instance. RemoveP
ercentage-r50.0

@attribute Instance_number numeric

@attribute command
{open,type,clickandwait,select,click’

@attribute target

1/, name=username , name=password, id=Login, 11
nk=MyCalendar, link=TimeTable, 1ink=MyCourse
5, link=MyFaculty, link=Internship,1ink=Reqgi
stration, link=Downloads, Tink=Examination,i
d=ct100_ContentPlaceHolderl_DropDownListl,
Tink=FeeBills&Rreceipts, link=5uggestionBox,
Tink=MyProfile, link=Achievements, link=Wwrit
etoCchancellor,Tink=Homea}

@artribute value
{1054743 ,RASHI1GEE, Tabe1=2,label=1,nul1}

@attribute Cluster {cluster0,clusterl}
@data

36, clickandwait, Tink=mypProfile,null,cluste
rQ

12,s5elect,id=ctl00_contentPlaceHolderl_Dro
pDownListl, label=2,clusterl

Fig. 6 arff file of reduced test cases after applying
appropriate filter

6. PERFORMANCE EVALUATION

Table 1 : Performance evaluation

Cluste | Numb | Test Number Cluster | Time | Incorr
ring er of mode | of ed taken | ectly
algorit | instan clusters instance | to cluster
hm ces generated | s build | ed
the Instan
mode- | ces
|
DBS- | 51 User 2 2 0.02s | 6
CAN suppli
ed test
set

7. CONCLUSION AND FUTURE WORK
In this paper, a new approach for test suite reduction using
density based clustering technique has been discussed. Firstly,
generation of test cases from Selenium tool, secondly loading
them in Weka and applying DBSCAN clustering algorithm on
them and finally removing redundant test cases with the help
of appropriate filter. DBSCAN clustering algorithm is not
suitable for high-dimensional data .So, our future work deals
with generalization of this approach to make it work fine with
any test suite.
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