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ABSTRACT 

This is age of internet. There is hardly any domain where 

internet do not play significant role. Cloud Computing relates 

to internet computing that has revolutionized the whole 

world. Cloud Computing has undeniably benefited the users 

in many ways. Load Balancing is emerging as the hottest 

issue in cloud environment at present. Load due to client 

requests must be balanced by resources of service provider. In 

this study we proposed a theoretical framework which is 

combination of load balancing policy and service broker 

policy for cloud environment. This paper includes the 

comparison of  the results of proposed algorithm with existing 

algorithm .This study accomplish that there is extreme 

reduction in response time at client part and reduction in 

datacenter request servicing time and resources of resource 

providers are managed efficiently and effectively by using the 

proposed algorithm. Several parameters are also identified and 

these are utilized to compare the traditional round robin load 

balancing policy with proposed load balancing strategy by 

using cloud analyst tool as simulator. 
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1. INTRODUCTION 
Cloud Computing is probably the only technology that 

completely complements the internet.  It is defined as new 

style of computing in which vigorously flexible and often 

virtualized resources are provided as a services over internet. 

There are several definitions for the cloud. The definition of 

cloud computing provided by “The National Institute of 

Standards and Technology” says that  Cloud computing 

is a model  for enabling convenient, on-demand network 

access to a shared pool of configurable computing resources 

that can be rapidly provisioned and released with minimal 

management effort or service provider interaction[1]. Cloud 

computing comes up with various services such as 

infrastructure as a service, platform as a service, and software 

as a service. Cloud computing is a recent technology in IT that 

shifts the desktop data to larger data centers [3]. In a 

distributed environment, clients generate request randomly in 

any processor. However, the major flaw of this randomness is 

associated with assignment of task. This causes load 

imbalance, and due to this some processor are overloaded and 

some of them are under loaded [4].The main target of load 

balancing is to transfer load from overloaded process to under 

loaded process explicitly. Cloud computing has been 

extensively selected by the business world, however there are 

number of issues like Load Balancing, Migration of Virtual 

Machine , Threats and opportunities of the cloud security, 

Sustainability, Privacy etc. that are not  accepted [4].Load 

balancing is one of the main issue among the entire 

issues. Load balancing is a procedure to disseminate the load 

evenly to all the nodes in the integral cloud to achieve a high 

user satisfaction and resource utilization rate.  Fair load 

balancing techniques helps in making business as per user 

satisfaction and also reduces response time [5] [6]. 

1.1  Load Balancing & Algorithms 
Load balancing is a necessary mechanism to increase SLA 

and better usage of resources. Load Balancing must consider 

two main tasks, one is the resource allocation and other is task 

scheduling in distributed environment. Efficient provisioning 

of resources and scheduling of resources as well as task will 

ensure resources are utilized efficiently under condition of 

high or low load, resources are easily available and cost of 

using resources is reduced [16].  

1.1.1 Virtual Machine Load Balancing 

Algorithms for Cloud Computing [7] 
Datacenters use the VM load balancer to balance load of 

requests between available virtual machines. There are three 

existing algorithms which are: 

 

1.1.1.1 Round Robin Algorithm (RR): 
Round Robin scheduling is one of the traditional approach .In 

it time slices are assigned to each process in equal fraction 

and in circular fashion. This is not priority–oriented 

scheduling algorithm, as each job is handled to available 

virtual machine in circular order. This leads to situation where 

some nodes are thickly loaded and some are moderately 

loaded. So this causes the load of the system to imbalance [5] 

[11].  

 

1.1.1.2 Throttled Algorithm: 
 It works by allocating convenient virtual machine when client 

sends request to load balancer .Throttled load balancer takes 

responsibility of maintaining an index table of all virtual 

machines along with their states whether busy or available. At 

beginning, all virtual machines are set as available. When data 

center controller receives a new request, it inquires the 

balancer for next virtual machine allocation.  Then balancer 

checks the table from start until a match of appropriate virtual 

machine is found or table is checked completely. If available 

virtual machine is found then the balancer returns the virtual 

machine id to data center controller, then data center 

controller send request to particular virtual machine 

recognized by that id. Data center controller then also sends 
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notification to the balancer of new allocation so that it can 

update the allocation table .In case if virtual machine is not 

found, then the balancer returns -1 value and data center 

queues the request. When the virtual machine finishes with 

the processing of the allocated request then the data center 

controller receives the response cloudlet and then it sends the 

notification to balancer to virtual machine de-allocation 

[9][14].  

1.1.1.3 Active Monitoring Load Balancing:  
This Load balancing approach tends to maintain identical 

workloads on all the available Virtual machines. It works by 

allocating appropriate virtual machine when client sends 

request to load balancer. Active Monitoring load balancer 

takes responsibility of maintaining an index table of all virtual 

machines along with the number of requests presently 

allocated to each virtual machine. When data center controller 

receives a new request, it inquires the balancer for next virtual 

machine allocation. Then balancer checks the table from start 

until a match of appropriate least loaded virtual machine is 

found. If there is more than one least loaded virtual machine, 

then very first virtual machine is selected. The balancer 

returns the virtual machine id to data center controller, then 

data center controller send request to particular virtual 

machine recognized by that id. Data center controller then 

also sends notification to the balancer of new allocation so 

that it can update the table by increasing number of allocation 

count of that particular virtual machine .When the virtual 

machine finishes with the processing of the allocated request 

then the data center controller receives the response cloudlet 

and then it sends the notification to balancer to decrease the 

allocation count by one of that particular virtual machine in 

the table [9].  

The paper is organized as follows. In Section 2, problem 

statement is given. Section 3, discusses some recent review of 

similar work in the cloud computing field. Section 4 discusses 

the proposed work. Section 5 describes the simulation setup 

and performance analysis and results. Section 6 concludes the 

paper. 

2. PROBLEM STATEMENT 
In order to perform load balancing, several algorithms have 

been proposed to combat this vexing issue. In Round Robin 

algorithm, load is transferred randomly that can cause some 

server to thickly loaded while other servers leads to idle or 

lightly loaded. Equally Load Distributing boost the 

system performance by relocating load from thickly loaded 

servers to lightly loaded servers.  

                           The comparison analysis of various 

parameters such as response time and datacenter processing 

time has been done and performance of various algorithms is 

being analyzed. 

3. REVIEW OF RELATED WORK 
Several studies have been reported that have been focused on 

load balancing in cloud environment. In this section, numbers 

of papers are studied which relates to cloud computing and its 

central issue of load balancing. 

             Ram Prasad Padhy et al. describes the key concepts of 

cloud computing, services offered, its key constituents, 

functions provided by the cloud, and also reviewed some 

existing load balancing algorithms which can be practiced on 

clouds [2]. Y. Jadeja et al. have discussed the architectural 

design of cloud computing, its advantages and some issues 

such as security, privacy, reliability etc. and research 

challenges along with some of its applications [1]. Martin 

Randles et al. correlates the performance of three load 

balancing algorithms, discussed the shortcomings and 

investigated why it is not possible to have centralized 

scheduling policy in the cloud environment. Authors 

examined three feasible solutions proposed for load balancing, 

which are Honeybee Foraging Behavior algorithm, Random 

Sampling algorithm and Active Clustering algorithm 

[8]. Authors have reviewed that Cloud Analyst can be used to 

interpret a case study of a social networking application 

deployed on the cloud and discussed cloud analyst simulator 

in detailed [9].Author discussed the scheduling policies and 

their requirement in cloud environment and have also 

computed comparative study of four common job scheduling 

algorithms in cloud computing [14]. Khiyaita et al. [4] have 

surveyed the state-of-the-art of load balancing in cloud 

computing system. They establish the state of the art load 

balancing in the cloud computing system, giving a definition 

of this term, its classification and examples of its 

implementation in classical distributed systems and in the 

cloud computing system, key technologies as well as research 

directions. 

4. PROPOSED WORK 
This study encompassed the comparative analysis of two VM 

load balancing algorithm as shown in figure 1. and 

combination of each with  service broker policies to determine 

overall response time, overall data processing time and total 

cost. In this study, the Round Robin VM Load balancing 

policy is taken along with Dynamic Reconfiguring Routing 

Service broker policy and it is compared with the Active 

Monitoring Load Balancing policy which is also taken along 

with Dynamic Reconfiguring Routing Service broker policy 

and simulation is performed by adjusting parameters to 

estimate overall response time, data center processing time, 

response time by region, user base hourly response times, data 

center hourly average processing times and total cost which is 

having an impact on performance. 

 
 

Fig 1: Load Balancing Algorithms Available in Cloud 

Analyst 
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4.1 Active Tracking Load Balancing 

Framework 
It is composed of combination of Active Monitoring Load 

balancing policy as shown in Figure 2. and dynamically 

reconfigure router service broker policy. 

Load balancing policy is utilized by all datacenters in 

allocating requests to virtual machines. Data center Controller 

uses virtual machine load balancer to determine which virtual 

machine should be assigned the next cloudlet for processing. 

In proposed load balancing policy, load balancer keeps track 

of number of cloudlets currently being processed by each 

virtual machine and attempts to balance the active load.  
 

 
Fig 2: Framework of Active Tracking Load Balancing 

Algorithm 

 

4.2 Service Broker Policy 
This is an extended version of Proximity based routing, the 

routing procedure is similar but the service broker is entrusted 

with the additional responsibility of scaling the application 

deployment based on load it is facing [9]. 

5. SIMULATION SETUP AND 

PERFORMANCE ANALYSIS 
This study employs the cloud analyst tool to evaluate the two 

algorithms namely round robin, active tracking load balancing 

policies. Simulation setup is done by using six user base 

identified as UB1, UB2, UB3, UB4, UB5, UB6. Each user 

base belongs to different region. The four different data 

centers identified as DC1, DC2, DC3, DC4 having 25, 50 and 

75,100 numbers of VMs respectively are also taken. 

5.1   Cloud Analyst [9] [12] 
This study includes the tool which is GUI based and is known 

as cloud analyst. It is extended version of Cloudsim. It is a 

toolkit that performs simulation and testing. The central issue 

with Cloudsim is that in it all the task is needed to be done 

programmatically or technically. By contrast, Cloud Analyst 

allows user to do repeated simulations with slight change in 

parameters smoothly and briskly. 

 

    

Table1: Various Parameters and their values 
 

Parameter Value Passed 

VM-image size 10000 

VM-memory 512  MB 

VM-bandwith 1000 

Service broker policy Dynamic Service Broker 

Data center architecture x86 

Data center-OS Linux 

Data center -VMM Xen 

Data center –No. of VMs DC1-25 ,DC2-50 

DC3-75,DC4-100 

 
 

Data center-memory per 

machine 

2 GB 

Data center–storage per 

machine 

1 TB 

Data center-available bandwith 

per machine 

1000000 

Data center –processor speed 10000 

Data center –VM Policy Time shared 

User grouping factor 1000 

Request grouping factor 100 

Executable instruction length 250 

 

It is used for constructing and analysis of large scale cloud 

computing environment. It comprises of three vital menus 

namely,configure simulation, define internet characteristics 

and run simulation [7].These menus are used for framing the 

whole simulation procedure. Simulation setup and analysis of 

results are carried out for duration of 60 hrs. The other 

parameters are fixed according to Table 1 as shown. The tool 

estimates the simulation outcome which is based on 

parameters and shows them in graphical form as shown in 

Figure 3. 

               

  
 

Fig 3: Graphic user interface 

 

In order to perform analysis of various load balancing 

policies, the adjustment of various parameters of cloud analyst 

tool has been done. The study includes comparison analysis of 

two load balancing policies when dynamically reconfigure 

router service broker policy is taken. We have set the 
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parameters for the user base configuration, application 

deployment configuration, and data center configuration as 

shown in figure 4. The location of user bases has been defined 

in six different regions of the world. We have taken four data 

centers to handle the request of these users. On DC1 there are 

25 VMs allocated, 50 VMs are allocated to DC2, 75 VMs are 

allocated to DC3 and 100 VMs are allocated to DC4 

respectively. The six user bases are also taken. 

 

5.2  Experimental Results   
After performing the simulation the result computed by cloud 

analyst is as shown in the following figures. The above 

defined configuration has been used for each load balancing 

policy one by one and depending on that the result calculated 

for the metrics like response time, request processing time and 

cost in fulfilling the request has been shown. Response time is 

defined as time taken by an internet application and is defined 

as interval time between sending of a request and receiving of 

a response. Request processing time refers to time duration 

the data centre takes to fulfil the request. The estimated cost is 

sum total of total virtual machine cost and total data transfer 

cost.Parameters like average response time, data center 

service time and total cost of different data centers have taken 

for analysis. After performing simulation, it is estimated that  

in case of round robin, there is rise of response time and 

datacenter processing time whereas  in case of proposed 

active tracking  load balancing policy ,there is intense 

reduction in response time and data center request processing 

time. 

 
 

Fig 4: Setting user bases and data center 

 
Case: When Dynamically Reconfiguring Router Service 

Broker Policy Is Configured. 

 
 

 

 

 

 

 

 

 

Table 2: Comparison among load balancing policies 

(Average response time) 

 

UBS RR PROPOSED 

ALGORITHM 

UB1(1000) 130.63 84.97 

UB2(2000) 276.17 88.13 

UB3(3000) 162.45 89.56 

UB4(4000) 91.29 91.26 

UB5(5000) 442.37 343.92 

UB6(6000) 1214.97 745.02 

 

 

 
 
Fig 5: Result showing the average peak users vs. average 

response time 

Table 3: Average data center request servicing time 

among LB policies 

 
UBS RR PROPOSED 

ALGORITHM 

DC1 637.93 339.24 

DC2 226.42 38.37 

DC3 128.75 42.15 

DC4 41.7 41.68 

 
Figure 6: Analysis by taking average data center serving 

time    and data centers 

 

 
 

Table 4: Comparison among load balancing policies 

(Overall response time, Data Center Processing time, 

Total Cost) 

PARAMETER ROUND 

ROBIN 

PROPOSED 

ALGORITHM 

OVERALL 

RESPONSE 

TIME 

495.45 322.55 

OVERALL 

DATA 

CENTER 

PROCESSING 

TIME 

291.72 144.37 

TOTAL COST $2505.47 $2505.48 



International Journal of Computer Applications (0975 – 8887) 

Volume 97– No.1, July 2014 

40 

6. CONCLUSION 
While arriving at a conclusion, this study concludes behavior 

of two different scheduling algorithms has been investigated 

in cloud environment. Each algorithm is observed and their 

scheduling criteria like average response time, data center 

service time and total cost of different data centers are 

estimated. According to the experiment and comparative 

analysis the active tracking load balancing algorithm has the 

best integrate performance. Future work will done by 

collaborating above algorithm with evolutionary algorithms 

such as particle swarm optimization algorithm, artificial bee 

colony algorithm, and diffusion algorithm which is expected 

to minimize  response time in greater amount . 
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