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ABSTRACT 
Support Vector Machines (SVM) is a machine learning 

method used for classifying the system. It analyses and 

identifies the categories using the trained data. It is widely 

used in medical field for diagnosing the disease. The 

proposed method consists of four phases. They are lung 

extraction, segmentation of lung region, feature extraction 

and finally classification of normal, benign and malignancy 

in the lung. Threat pixel identification with region growing 

method is used for segmentation of focal areas in the lung.  

For feature extraction gray level co- occurrence Matrix 

(GLCM) is been used. Extracted features are classified using 

different kernels of Support Vector Machine (SVM).  The 

experimentation is performed with the help of real time 

computer tomography images.   
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1. INTRODUCTION 
Lung cancer is considered to be the main cause of cancer 

death worldwide, and it is difficult to detect in its early 

stages because symptoms appear only in the advanced stages 

causing the mortality rate to be the highest among all other 

types of cancer.  More people die because of lung cancer 

than any other types of cancer such as breast, colon, and 

prostate cancers. There is significant evidence indicating that 

the early detection of lung cancer will decrease mortality 

rate. The most recent estimates according to the latest 

statistics provided by world health organization indicates 

that around 7.6 million deaths worldwide each year because 

of this type of cancer. Furthermore, mortality from cancer 

are expected to continue rising, to become around 17 million 

worldwide in 2030. Early detection of lung cancer is 

valuable. The 5-year-survival- rate of lung cancer has 

stagnated in the last 30 years and is now at approximately 

just 15%. Lung cancer takes more victims than breast cancer, 

prostate cancer and colon cancer together. This is due to the 

asymptomatic growth of this cancer. In the majority of cases 

it is too late for a successful therapy if the patient 

develops first symptoms (e.g. chronic croakiness or 

hemoptysis).  But if the lung cancer is detected early (mostly 

by chance), there is a survival rate at 47% according to the 

American Cancer Society.  

 

The Chest computed tomography (CT) images are difficult 

in diagnostic imaging modality for the detection of lung 

cancer and the resolution of any equivocal abnormalities 

detected on chest radiographs [1]. In particular, the 

expanding volume of thoracic CT studies along with the 

increase of image data, bring in focus the need for CAD 

algorithms to assist the radiologists [2]. 

A variety of computer assisted detection techniques have 

been proposed. In the development of  CAD system, it 

involves two main categories such as Computer Aided 

Detection (CADe) and Computer Aided Diagnosis (CADi). 

The construction of CAD system would increase the 

mortality rate and reduce the unnecessary biopsies in patients 

with benign case and thus prevent physical and mental 

depression of patients. Thus CAD acts as a second reader 

and assists radiologist for accurate and efficient detection of 

cancer cells in the earlier stages. Thus the radiologist use 

CAD scheme to improve the detection accuracy. 

 

In this paper previous works in this field are discussed in 

section 2. Section 3 explains the methodology of the 

proposed system. Section 4 gives the results of the 

implementation.  Finally,  conclusions are drawn in section 

5. 

 

2. PREVIOUS RESEARCH 
There are many CAD systems are proposed earlier for the 

detection of lung cancer nodules and for the diagnosis. Some 

are discussed here. 

 

Kenji Suzuki et al. in [3] proposed a different methodology 

using Massive Training Artificial Neural Networks 

(MTANN). A novel idea and solution to the problem that the 

lung nodules overlap with the ribs or clavicles in chest 

radiographs which gives complication to radiologists as well 

as computer-aided diagnostic (CAD) systems to detect these 

nodules. An MTANN is a non-linear filter that can be trained 

by use of input chest radiographs and the equivalent 

“teaching” images. They used a linear-output back-

propagation (BP) algorithm that was derived for the linear-

output multilayer ANN model in order to train the MTANN. 

The dual-energy subtraction is a technique used for 

separating bones from soft tissues in chest radiographs by 

using the energy dependence of the x-ray attenuation by 

different materials. 

 

Using fuzzy rules, [4] proposed a Template-matching 

technique using genetic algorithms (GA) template matching 

(GATM) for detection of nodules in  lung region. In their 

work, GA was used to determine the target position in the 

input image efficiently and to select an appropriate template 

image from several reference patterns for quick template 

matching. 

 

[5]  proposed a three step segmentation process for the 

analysis of lung  image. In their approach, if the area in the 

CT image occupied by GGO is large, then it is easy for a 

medical doctor to extract the features. However, the 

possibility to overlook the light gray shadow becomes higher 

when GGO exists as a small area. In the first step of their 

model, extracting ROI is performed to segment the lung 
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area. To achieve better segmentation accuracy, preprocessing 

the CT slices is carried out by employing binarization, 

labeling, shrinking and expansion. In the second step, 

calculation of characteristics of GGO shadows such as mean 

value, standard deviation, and semi interquartile range have 

been carried out. In the final step, the GGO shadow’s regions 

were extracted by linear discriminant function. Suspicious 

shadows are extracted by Variable N-Quoit (VNQ) filter 

from GGO. The suspicious shadows are classified into a 

certain number of classes using feature values calculated 

from the suspicious shadows.  

 

Dougherty et al. [6] presented a temporal registration of CT 

scans of the lung. Their approach is based on an optical flow 

method and assumes a certain measure of intensity 

correspondence that scans containing pathology do not 

exhibit. 

 

Penedo  et  al.,  [7]  described  a computer-aided diagnosis 

scheme  which has two-level artificial neural network (ANN) 

architecture. In first level artificial neural network identifies 

suspicious regions in a low-resolution image. The curvature 

peaks calculated for all pixels in  each  suspicious region  is 

given as the input to the second  artificial neural network . 

The small size tumors are identified by the signature in 

curvature-peak feature space, where curvature is the local 

curvature of the image data when sighted as a relief map. 

The result gives a true positive identification in this network 

is threshold at a particular level of importance. 

 

Okada et al [8] proposed a multiscale joint segmentation and 

model fitting solution which extends the robust mean shift-

based analysis to the linear scale-space theory. In their paper, 

an ellipsoidal (anisotropic) geometrical structure of 

pulmonary nodules in the multislice X-ray computed 

tomography (CT) images was used for target’s center 

location, ellipsoidal boundary approximation, volume, 

maximum/average diameters.  

 

Hu et al.[9] used conventional region-based methods that 

implemented the concept of thresholding, regiongrowing and 

component labeling, and morphological processing. The 

automatic segmentation works on 3-D CT volumes and is 

tested on data sets of 8 normal subjects that were scanned 

three times at biweekly intervals. They used this template to 

find the structures with similar properties of nodules. Ingrid 

Sluimer et. al. [10] proposed a refined segmentation-by-

registration scheme in which an atlas based segmentation of 

the pathological lungs is refined by applying voxel 

classification to the border volume of the transformed 

probabilistic atlas approach.  

 

Yang Song et al. [11] presented a new method to 

automatically detect both tumors and abnormal lymph nodes 

based on the low-level intensity and neighborhood features 

and high-level contrast-type features, with a two-level SVM 

classification. One level of conditional random field (CRF) 

is based on unary level contextual and spatial features and 

pair wise-level spatial features. Other level is based by 

relabeling the detected tumors as positive or mediastinum by 

filtering the high-uptake myocardium areas. 

Xujiong Ye et al. in [12] presented a new computer 

tomography (CT) lung nodule computer-aided detection 

(CAD) method. The method handles both solid nodules and  

ground-glass opacity (GGO) nodules.  It uses fuzzy 

thresholding technique to segment the lung region from the 

CT data using a. The next step is of the volumetric shape 

index map and the ―dot map calculation. First map is based 

on local Gaussian and mean curvatures, and the next is based 

on the Eigen values  of a Hessian matrix. The main 

advantages is high detection rate, fast computation, and 

applicability to different imaging conditions and nodule 

types make the method more reliable for clinical 

applications. 

 

By analyzing the materials [13] we proposed automatic 

region growing method for segmentation [15]. For feature 

extraction GLCM is used and SVM kernels for classification 

to diagnose the occurrence of lung cancer. 

 

3. METHODOLOGY 
The proposed system consists of four steps for the 

classification of lung cancer nodules. They are as follows: 

 

 Data collection.  

 Extraction of lung region from Computer 

Tomography (CT) images with different 

preprocessing techniques. 

 Segmentation of lung region using threat pixel 

identification with region growing method. 

 Feature extraction using Gray level co- occurrence 

Matrix (GLCM). 

 Classification to identify normal, benign and 

malignant cancer of the lung using different 

Support Vector Machine (SVM) kernels. 

 

 The data used here was got from reputed hospital. It 

contains CT images of 11 patients which has 3278 images 

for experiment.  

 After performing the segmentation [15], the 

features have to be extracted for detecting the cancer in the 

lung region correctly. This step concerns with two feature 

extraction such as Gray level co- occurrence Matrix 

(GLCM). Texture feature is used in identifying normal and 

abnormal pattern. Texture is an alteration and variation of 

surface of the image. Texture is characterized as the space 

distribution of gray levels in neighborhood. A gray level co-

occurrence matrix (GLCM) contains information about the 

positions of pixels having similar gray level values. Texture 

descriptors derived from GLCM are contrast, Energy, 

Homogeneity and Correlation. 

 

     Contrast     =                                        (1) 

 

 

 

  

  Homogeneity =                                         (2) 

 

 

 

        Energy    =                                                              (3) 

 

 

 

      

   Correlation  =                                                             (4) 
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Where P(i,j) Element i, j of the normalized symmetrical 

GLCM. 

N is total number of gray levels in the image. 

 

These extracted features can be passed to SVM classifier in 

order to detect the cancer nodules. 

 

3.1 Classification 
SVM [14] is usually used for classification task which 

is introduced by Vapnik. For binary classification SVM is 

used to determine an Optimal Separating Hyper plane (OSH) 

which produces a maximum margin between two categories 

of data. A transform that nonlinearly maps the data into a 

higher-dimensional space allows a linear separation of 

classes that cannot be linearly separated in the original space.  

                                 

Theory of SVM is defined as:  

Consider training set D=              
  1 with every input n i 

x Rn  we have,                       . Also, an 

associated output yi{-1, +1}. Every input x is initially 

mapped into a higher dimension feature space F, by z= (x) 

through  a  nonlinear mapping : RnF.  If the data are 

linearly non-separable in F, then a vector w F and a scalar 

b will exist which describe the separating hyper plane as:  

                                  

(7) 

  

where  (  0)  are knows  as lack variable. The hyper plane 

that optimally splits the data in F is one that  

 

minimize   ||w||
2
C    
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where C is knows as regularization parameter that finds the 

tradeoff between maximum margin and minimum 

classification error.  

Maximise 

 

  L(α)=      
                                        (10) 

                                                                                                                    

subject    
 
 

 
 

 

     0, 0  
i
  C ,   i =1,2,…,n  (11)                                                    

where  1,.., L represents the nonnegative Lagrangian 

multipliers. The data points xi that corresponding to  i>0  

are considered  as Support Vectors.  

 

In this study, the following three kernel functions have been 

applied to build SVM classifiers:  

 

Linear kernel function, K(x,z) =x, z; 

 

Polynomial kernel function K(x, z) =(x, z +1) d is the 

degree of polynomial;  

 

Radial basis function K(x,x’) = exp(-||x-x’|| /2 σ2)  Where σ 

is positive real number and the width of the function. 

   

After completing the above process by using various 

constraints, the proposed method can able to detect normal, 

benign and malignant class in the lung region automatically. 

 

4.     RESULTS AND DISCUSSION 
Experiments are carried out from real time datasets obtained 

from the reputed hospitals. Totally 11 patients are considered 

with 1 normal case, 2 benign cases and 8 malignant cases 

about 3278 sectional images. 50% of dataset are considered 

for training and 50% as testing phases. The performance 

results of the three kernels are measured using the 

parameters sensitivity and specificity. Results for sensitivity 

and specificity are given in Table 1 and Figure 1.  

  

5. CONCLUSION 
In this study automatic CAD system for detecting lung 

cancer nodules is proposed. It guarantees early detection of 

lung cancer nodules using computer tomography images. In 

the preprocessing step lung region is been extracted. In the 

next step segmentation is performed using threat pixel 

identification and region growing method.  In the third step 

features are extracted using GLCM. Finally, Support Vector 

Machines (SVM) of three kernels is used for classification of 

normal, benign and malignant classes in the lungs. 

Experimental results show that the proposed system shows 

that RBF kernel works better than other kernels of SVM. 

 

Table 1. Results of Sensitivity and Specificity of SVM 

Kernels 

 

Kernels Sensitivity(%) Specificity(%) 

 

Linear 
83.45 82.23 

 

Polynomial 
85.79 84.91 

 

Radial Bias 

Function (RBF) 

91.38 89.56 

 

 

Contrast Measures the local variations in the gray-

level co-occurrence matrix. 

Homogeneity Measures the closeness of the distribution of 

elements in the GLCM to the GLCM 

diagonal. 

Energy Provides the sum of squared elements in the 

GLCM. Also known as uniformity or the 

angular second moment. 

Correlation Measures the joint probability occurrence of 

the specified pixel pairs. 
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Fig 1: Results of Sensitivity and Specificity of SVM 

Kernels 
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