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ABSTRACT 

This paper proposes a novel algorithm for the skeletonization 

of binary and gray digital images. We are proposing an 

algorithm which can be easily implemented on Field 

Programmable Gate Arrays (FPGA).In this paper , we are 

proposing an algorithm for two dimensional digital image 

skeletonization, which can be easily extendible  to three  

dimensional images also. No complex commutations, large set 

of structuring elements are used, which makes FPGA 

implantation efficient. Resulting skeletons for many objects 

are presented in the paper. 
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1. INTRODUCTION 
Representing and understanding shapes play central roles in 

graphics and vision applications. These applications benefit 

from some form of shape descriptors that lies within a solid 

object. The skeleton of  a 2D object consists of (1D) linear 

elements where as skeleton of a 3D object may consists of a 

2D object known as surface skeleton or 1D known as curve 

skeleton.[1] A skeleton captures essential topology and shape 

information of the object in a simple form is extremely useful 

in solving various problems such as character recognition, 

model matching and retrieval and medical image analysis[2]. 

Given an input binary image or gray image, skeletonization 

changes non skeletal object pixels in to back ground pixels. 

Regardless of the scheme adopted to perform skeletonization, 

the resulting skeleton is a union of curves placed 

symmetrically with respect to the boarder of the object. The 

literature on 2D skeletonization is very rich, but most  of the 

literature is devoted for binary image skeletonization. There 

exist few algorithms which work on gray images. In most of 

the gray image skeletonization, gray image is first converted 

in to binary and binary image skeletonization algorithms are 

applied. Converting gray image into binary, some information 

may be lost. To overcome the above limitation we are 

proposing a generalized algorithm which works on both 

binary and gray images also.  

2. IMAGE SKELETONIZATION 

METHODS 
There are a variety of methods proposed for image skeleton 

extraction in the literature. In general, they can be classified in 

3 categories[4]:  

a) Boundary peeling or iterative method 

b)  Euclidean Distance coding/transform  

c) Distance transform - Voronoi Diagram  

2.1 Boundary peeling or iterative method 
This method iteratively peels off the boundary pixel-by-pixel, 

layer-by-layer from outside to inside of the object where 

removal does not affect the topology of the object. This is a 

repetitive, time intensive process of testing and deletion each 

pixel. The difficulty of this method is that the set of rules 

defined for removing pixel is dependent highly on the type of 

image and that different set of rules will be applied for 

different type of images. However, this method is good for 

connectivity preservation 

2.2 Euclidean Distance coding/transform 

This method is based on the distance of each replace to the 

boundary, and tries to directly extract skeleton replaces by 

finding the local maximum replaces (replaces in the center of 

object). The distance coding is based on Euclidean distance or 

the approximation to Euclidean distance. This method is faster 

and can be done in high degree of parallelism; however the 

output is not guaranteed to preserve connectivity The main 

problem of this method is connectivity.  In order to connect 

local maxima using uphill climbing rules, they added saddle 

points, which are local minima  along a skeleton, to the 

skeletal point set. However, direct extension of this algorithm 

to 3D is difficult because there are not necessarily unique 

sequences of replaces around a given replace.  

 

2.3 Distance transform - Voronoi Diagram  
This method , theoretically, guarantees connected skeletons, is 

best suited for polygonally defined objects. However, real 

image data such as CT, MRI with large amount of pixels and 

noise, cause Voronoi diagram to be very dense and the 

computation time to be expensive because they generate too 

many nodes and lines. Computing by this method is also 

impossible for small computer with small memory since the 

whole image data (with 256 x 256 x 128) requires at least 8M 

of memory to load the image. So far, no algorithm works well 

with a general image, nor satisfies the accuracy and time 

performance requirements. Voronoi method produces good 

result, but the computing time is large, Border erosion method 

is faster than Voronoi, but is also less accurate. Distance 

Transform method gives the best performance, but also is 

difficult in implementation and programming to preserve 

connectivity. Connectivity step (or how to connect all 

clusters) is also the most difficult step that many authors have 

proposed algorithms to solve but ended up either too 

complicated or inefficient.  

Out of these methods, our algorithm comes under the category 

of boundary peeling method. The advantage of this method is 

that, it can be easily implemented on FPGA, another 

advantage of this method sis that it requires less number of 

computations. The mail disadvantage of this method is that, if 

noise existed in the given input image then the skeleton 

obtained will not truly represents shape of the object. The 
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skeleton of an object must satisfy the following four 

requirements 

1. Centeredness satisfaction: Skeleton is geometrically           

centered within the object boundary or as close as 

possible. 

2. Connectivity preservation: The output skeleton should 

have the same connectivity as the original object and 

should not contain any back ground pixels. 

3. Topology must remain constant 

4. As thin as possible:1 pixel thin is the requirement for the 

2D skeleton and  in 3D as thin as possible  (4 voxel thin ) 

3. TERMINOLGY  

3.1 Binary Image: 
The term binary image refers to the image with all pixels 

carrying the value of 0 or 1. In image visualization, 0’s will be 

displayed as black and 1’s will be displayed as white. 

3.2 Gray Image: 
The term gray image refers to the image with all pixels 

carrying a values in between 0 to 255. In image visualization, 

0’s will be displayed as black and 255’s will be displayed as 

white. Some cases back ground pixel values may not be zero, 

in that case from the image histogram , we can able decide the 

back ground pixel value. In image histogram, the minimum 

value will be taken as back ground pixel value. 

3.3 Notations used: 
   For binary images: 

Back ground pixel: A pixel with value =0, black 

Object pixel: A pixel with value =1,white 

Boundary pixel: A pixel with at least one of its neighbor   

value =0, black 

For gray images: 

Back ground pixel: A pixel with value =minimum (from 

histogram) 

Object pixel: A pixel with value = Maximum (from 

histogram) 

Boundary pixel: A pixel with at least one of its neighbor 

value = minimum (from histogram) 

4. PROPOSED ALGORITHM 
Step1:  Raster scan the given grey image by a 3x3 

window. 

Step2:  Identify whether pixel under processing is 

corner pixel or boarder pixel. 

Step3:  If it is corner pixel, retain the pixel else delete 

the pixel 

Step4:  Remove the outer layer by retaining the corner 

pixels 

Step5:  Repeat the process until idempotent is reached 

4.1 Conditions for identifying the corner 

pixels 
In each  iteration, take a 3x3 sub-matrix from input, if the 

following conditions are satisfied then they are corner pixels. 

if (d(1,1)= =0 && d(3,3)= =1 || d(1,1) = =1 && d(3,3)= 
=0) 

or 

 if(d(1,3)= =0 && d(3,1)= =1 || d(1,3) = =1 && d(3,1)= 
=0) 

or 

if (d(1,2)= =0 && d(3,2)= =1 || d(1,2) = =1 && d(3,2)= 
=0) 

or 

if   (d(2,1)= =0 && d(2,3)= =1 || d(2,1) = =1 && d(2,3)= 
=0) 

or 

if  (sum of elements of d <6) 

4.2 Skeletonization of even sized objects: 
In this proposed algorithm, we are using 3x3 mask is selected; 

it cannot detect two element structures. In any image, if there 

exists two element thick objects, its skeleton will be 

disconnected as shown the results.  To overcome this 

disadvantage, we are using 5x5 mask processing the digital 

image. 

5. RESULTS 
We tested the proposed algorithm on number of test images as 

well as real time images. It is working satisfactory. The 

proposed algorithm is implemented in MATLAB version 

R2010a.The algorithm is executed on Intel core 2 duo, 3 GHz 

processor with 2 GB RAM. 

 

Figure1: 12x12 binary input image and it’s Skelton 
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Figure2: 13x13 binary input image and it’s Skelton 

 

 
Figure3: 12x12 gray input image and it’s Skelton  

 
Figure4: 11x6 binary input image and it’s 

Skelton 

 

Figure5: two objects binary input image and its Skelton 

Table1:  Execution of different types of images 

Image 

type 

Grid size Shape of the 

object 

Execution 

time              

(in seconds) 

Binary 12x12 square 0.29 

Binary 13x13 rectangle 0.15 

Binary 11x6 triangle 0.07 

Binary 12x11 two objects 0.07 

Gray 12x12 square 0.07 
 

Most of the algorithms proposed will works on specific type 

of images, where are our algorithm will work on all types of 

images as well as it works on both binary and gray images 

also.  We have tested our algorithm on square, rectangle, 

triangle, two objects in one image. We have also tested our 

algorithm on both binary and gray images. Figures 1 to 5 are 

results of standard test images.We have also tested our 

algorithm on real time images. Figure 7 is the sketon of the 

figure 6.   

 

Figure 6 : Sukoi binary input  image 
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Figure 7 : skeletonized output image 

From the above figures, we can conclude that our algorithm 

works test and real time images. It also works on binary and 

gray images also. 

6. FUTURE SCOPE 
In this paper we used 3x3 mask for skeletonization, the 

limitation with this mask is that it will not detect two element 

thick objects, this is solved by taking 5x5 mask for the 

skeletonization. We are also planning to extend this algorithm 

to 3 dimensional images also. 
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