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ABSTRACT 
Automatic signature verification is a well-established and an 

active area of research with numerous applications such as 

bank check verification, ATM access, etc. This paper proposes 

a novel approach to the problem of automatic off-line 

signature verification and forgery detection. We have 

designed offline signature verification and recognition system 

(SVRS) using Adaptive Resonance Theory-1(ART 1). In this 

paper a standard database of 250 signatures is used for 

calculating the performance of SVRS. The training of our 

system is done using ART-1 that uses global features as input 

vector and the verification and recognition phase uses a two 

step process. In first step, the input vector is matched with 

stored reference vector which was used as training set & in 

second step cluster formation takes place. If our given pattern 

matches with the stored pattern, it is accepted otherwise new 

cluster is formed. The presented approach achieved a 

classification ratio of 97.9% .The false acceptance rate (FAR) 

and false rejection rate (FRR) for given sample signatures is 

2.7% and 3.9%. 
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1. INTRODUCTION 
A signature [1-4] is a simple, concrete expression of the 

unique variations in human hand geometry. The way a person 

signs his or her name is known to be characteristic of that 

individual. A signature verification system must be able to 

detect forgeries and at the same time reduce the rejection of 

genuine signatures. The four legal properties of a handwritten 

signature are: - authentication, acceptance, integrity, non-

repudiation [27]. 

 

Signature verification [6] is split into two classes according to 

the available data in the input. Offline (static) signature [5], 

[7] verification takes the image of a signature as input and is 

useful in automatic verification of signatures that may be 

found on bank cheques and documents. Online (dynamic) [5], 

[7] signature verification uses signatures that are captured by 

pressure sensitive tablets that extract dynamic properties of a 

signature. Signatures in offline systems usually may have 

noise, due to scanning hardware or paper background and 

contain less discriminative information since only the image 

of the signature is the input to the system. While genuine 

signatures of the same person may slightly vary, the 

differences between a forgery and a genuine signature may be 

imperceptible, which make automatic offline signature 

verification a very challenging pattern recognition problem. 

 

Daksina Ranjan Kisku et.al [8] has proposed a technique 

Support Vector Machines (SVM) to fuse multiple classifiers 

for an offline signature system. H. Baltzakis et.al [9] has 

presented a technique for off-line SVRS using two stage 

perceptron OCON (one-class-one-network), the result of first 

stage was fed to Radial Basis Function (RBF). Emre 

Özgündüz et.al [10] has implemented SVM for off-line 

signature verification and recognition system using the global, 

directional and grid features of signatures & compared with 

back propagation method. Meenakshi K. Kalera et.al [11] has 

described a novel approach for signature verification and 

identification in an offline environment based on quasi-

technique using GSC (Gradient, Structural and Concavity) 

features for feature extraction. Ali Karouni et.al [12] has 

developed new method using artificial neural network. 

Sharifah Mumtazah Syed Ahmad et.al [13] presented an 

automatic off-line signature verification system using Hidden 

Markov Modeling (HMM). Vu Nguyen et.al [14] used the 

total energy that a writer uses to create his/her signature as a 

global feature and combined these features with the Modified 

Direction Feature (MDF) and SVM were employed to 

construct the signature models. Abhay Bansal et.al [15] 

proposed a contour matching algorithm. Miguel A. Ferrer et.al 

[16] used HMM, SVM and Euclidean distance classifier 

(EDC). Inan Guler et.al [17] presented an automatic 

handwritten signature verification (AHSV) using dynamic 

time wrapping and global features have been extracted. 

Madasu Hanmandlu et.al [18] has developed offline signature 

verification and forgery detection approach based on fuzzy 

Takagi-Sugeno (TS) model. Hai Rong Lv et.al [19] used 

HMM approach and they had built the matching relations 

between planar regions to get the deformable grids, and then 

extract grid features from them. Stephane Armand et.al [20] 

has proposed a Resilient Back Propagation neural network 

method for signature verification and compared with Radial 

Basis Function neural network (RBFNN). D. Bertolini et.al 

[21] has proposed a method for off-line signature verification 

through ensemble of classifiers and had tried to simulate the 

shape of the signature by using Bezier curves. This technique 

achieved a minimum FAR of 6.48% and for random and 

simple forgeries it was 3%. J. F. Vargas et.al [22] has 

proposed an offline signature verification system based on 

grey level information using texture features. Bailing Zhang 

et.al [23] proposed a offline signature verification and 

identification by pyramid histogram of oriented gradients 

(PHOGs), which represents local shape of an image by a 

histogram of edge orientations computed for each image sub-

region, quantized into a number of bins. This method showed 

superb classification accuracies of 99% and 96 % for GPDS 

and DAVAB datasets, respectively. Most of the researchers 

used the artificial intelligence models for signature data 

preprocessing and verification. 

 

2. METHODOLOGY 
This section describes the methodology behind the system 

development. The block diagram of Off-line Signature 

Verification Based on Global Features using Artificial Neural 

Network (ANN) is discussed in detail and is as shown in the 

Figure 1. The process starts with data acquisition. 
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Figure 1: Block Diagram of Offline Signature Verification 

System 

2.1 Data Acquisition 
In data acquisition, handwritten signatures are collected from 

different individuals and some unique features are extracted 

from them to create a knowledge base for each individual. The 

system has been tested for its accuracy and effectiveness on 

data from 25 users with 10 specimens of each making up a 

total of 250 signatures.  The proposed verification algorithm is 

tested on both genuine and forged signature sample 

counterparts. A scanner is set to 300-dpi resolution in 256 

grey levels and then signatures are digitized.  

 

2.2 Preprocessing 
The preprocessing step is normally applied both in training 

and testing phases. Signatures are scanned in color. 

Preprocessing is a method that is usually concerned with the 

preparation of the related information. Generally in any image 

processing application pre-processing is required to eliminate 

noise; distortions etc., from the original image and make it 

ready for feature extraction. It is also applied to improve the 

efficiency and performance of the SVS. Our preprocessing 

steps are (Figure 2): RGB to grayscale image conversion 

where all the scanned images are converted to grayscale 

images, noise removal for removing spurious pixels that can 

be attached to the image during scanning time, image 

cropping is used to remove unwanted region using the Region 

of Interest (ROI), grayscale image to binary image and 

thinning for reducing a connected region in the image to a 

smaller size and minimum cross-sectional width character 

[24].  

 

 
 

 

   

Figure 2: Preprocessing Steps 

 

2.3 Feature Extraction 
In this paper, we have extracted global features. Global 

features depict or categorize the signature as a whole. These 

features are usually extracted from all the pixels that lie within 

the region circumscribing the signature image such as the 

length, width or baseline of the signature.  Global features are 

easily extractable and less sensitive to noise as small 

distortions in isolated regions of the signature do not cause a 

major impact on the global feature vector. Features extracted 

for the system are listed in table 1. 

 

Table 1: Features extracted from sample signatures. 

 

2.4 Training Phase 
For training, Adaptive Resonance Theory 1 (ART-1) has been 

used. ART-1 refers to a class of self organizing network that 

clusters pattern space and produce appropriate weight vector 

templates. Conventional neural networks do not have the 

property of plasticity, i.e. learning new patterns without 

washing away previously learned patterns. Normally, in real 

life patterns keep on changing and network will not be able to 

see any pattern twice. Under such conditions, back 

propagation or perceptron will do nothing. It will simply keep 

on updating weights and all in vein. Another property of ART-

1 is that it achieves stability when it cannot return any patterns 
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to previous clusters (in other words, a pattern oscillating 

among different clusters at different stages of training 

indicates an unstable net.  Some nets achieve stability by 

gradually reducing the learning rate as the same set of training 

patterns is presented many times.  However, this does not 

allow the net to readily learn a new pattern that is presented 

for the first time after a number of training epochs have 

already taken place [26]. 

ART-1 is a vector classifier (Figure 3). It accepts the input and 

classifies it into clusters if it matches any stored pattern. If it 

does not matches any stored pattern, then a new cluster is 

created that will behave just like the input vector. It is form of 

unsupervised learning.  

 
 

Figure 3: Basic ART-1 Architecture 

In training phase, a total of 50 signatures have been used 

comprising of random, casual and skilled forgeries. For each 

signature global features have been extracted leading to a 

database used for training. In this system ART-1 is used which 

gives better performance. 

Table 2:  Neural Network Specifications 

No. of  layers 2 

No. of  input units 13 

No. of  output units 2 

Learning rate (0.1-0.9) 

Training algorithm ART-1 

Initial weights Randomized 

Initial biases Randomized 

No. of signatures used for training 50 

No. of tested signatures 200 

No. of epochs 100 

 

2.5 Testing Phase 
The testing of a signature is done in two steps i.e. verification 

and recognition. The verification step compares the signature 

that is to be tested with the reference signatures stored in the 

database. The comparison is based on the assumption that the 

values of the feature sets or structural description extracted 

from genuine signatures are more stable than the signatures 

that are forged. That is, the intra-personal variations are 

smaller than inter-personal variations. So, the given test 

signature may be accepted or rejected based on its similarity 

to the reference signature set. In this process, the test 

specimen is given as input to the system to check whether it is 

genuine or forged. The feature values of the test specimen are 

extracted in the same way as the feature values of training 

samples are extracted. Recognition is the process in which 

identity of the signature owner is found. In this step original 

signature are compared with test signatures and classification 

ratio is computed. The performance of any signature 

verification system is typically described by calculating the 

terms; the false accept rate (FAR) and a corresponding false 

reject rate (FRR) [5] [27]. 

False Accept Rate (FAR) 

 =   
𝐍𝐨.𝐨𝐟𝐚𝐜𝐜𝐞𝐩𝐭𝐞𝐝 𝐟𝐫𝐨𝐦 𝐨𝐮𝐭 𝐨𝐟 𝐝𝐚𝐭𝐚𝐛𝐚𝐬𝐞

𝐓𝐨𝐭𝐚𝐥 𝐧𝐨.𝐨𝐟 𝐩𝐞𝐫𝐬𝐨𝐧𝐬 𝐢𝐧 𝐝𝐚𝐭𝐚𝐛𝐚𝐬𝐞
………….. (1) 

 

 False Reject Rate (FRR)  

= 
𝑁𝑜 .𝑜𝑓  𝑐𝑜𝑟𝑟𝑒𝑐𝑡  𝑝𝑒𝑟𝑠𝑜𝑛𝑠  𝑟𝑒𝑗𝑒𝑐𝑡𝑒𝑑

𝑇𝑜𝑡𝑎𝑙  𝑛𝑜 .𝑜𝑓  𝑝𝑒𝑟𝑠𝑜𝑛𝑠  𝑖𝑛  𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒
……………… (2) 

 

3. RESULTS & DISCUSSION 
Experiments have been conducted to evaluate the performance 

of the system. Total number of 200 signatures is used for 

testing. Table 3 shows the results of the performance obtained 

with the varying vigilance parameter i.e. „ρ‟ ranging between 

0.1< ρ<0.9. The performance evaluation is based on accuracy 

gained by the system. 

Table 3: Performance variations with different vigilance 

parameter and achieved efficiency 

Vigilance 

Parameter 

Efficiency (%) Training Time 

(seconds) 

0.1 51.7 1.2206 

0.2 57.7 1.3908 

0.3 60.2 1.4901 

0.4 64.4 1.5129 

0.5 79.2 1.4720 

0.6 76.2 2.0340 

0.7 83.2 2.4205 

0.8 92.2 2.6795 

0.9 97.9 2.7497 

 

From the above table, we can easily interpret that by setting 

vigilance parameter at 0.9, we can achieve maximum 

efficiency. The training time at this vigilance parameter is 

2.7497 seconds or classification ratio of our system is 97.9%. 

This is shown in graph in Figure 4.  

 

 
 

Figure 4: Efficiency versus Vigilance Parameter  

Both FAR and FRR depend on the threshold taken to decide 

whether the signature is genuine is forged. If we choose a high 

threshold, then the FRR is reduced, but at the same time the 

FAR also increases. If we choose a low threshold, then the 

FAR is reduced, but at the same time the FRR also increases. 
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We obtain a FAR of 2.7% and a FRR of 3.9% taking a 

threshold value of 90%. 

4. CONCLUSION 
A neural network technique based on Adaptive Resonance 

Theory 1 (ART-1) has been presented in this paper for offline 

signature verification and recognition. A standard database of 

250 signatures is used for calculating the performance of 

SVRS. Conventional neural networks do not have the property 

of plasticity and stability, hence ART-1 has been used which 

has both these properties. Developed system is able to 

recognize counterfeit in case of random, skilled and semi 

skilled forgeries efficiently. However, the classification ratio 

achieved by the system was 97.9% and FAR and FRR are 

2.7% and 3.9% respectively. 
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