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ABSTRACT 
Speech enhancement is the process of eliminating noise and 

increasing the quality of a speech signal, which is 

contaminated with other kinds of distortions. Conventional 

Kalman filtering is known as an effective speech enhancement 

technique, in which speech signal is usually modeled as 

autoregressive (AR) model and perform a lot of matrix 

operations. In this paper we proposed a fast adaptive 

algorithm in presence of environment noise which eliminates 

the matrix operations and reduces the calculating time by only 

constantly updating the first value of state vector X(n). To 

evaluate the system performance we employed the calculation 

of SNR. Simulation results show that the fast adaptive 

algorithm using Kalman filtering is effective for speech 

enhancement.  

General Terms 
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1. INTRODUCTION 
The goal of a speech enhancement algorithm is to reduce or 

eliminate background noise without distorting the speech 

signal. Kalman filtering is known as an effective speech 

enhancement technique, in which speech signal is usually 

modeled as autoregressive (AR) process with the LPC (linear 

prediction coding) coefficient [13]. Many filtering techniques 

have been proposed by [1]-[5] to study the noise problem in 

the speech signal. In this process, the calculations of LPC 

(linear prediction coding) coefficient and inverse matrix 

greatly increase the computational complexity of the filtering 

algorithm. Simple Kalman filtering techniques are proposed 

by [3] and [4] without calculating LPC in AR model, but they 

still has a large number of matrix inverse operations and 

redundant data. To overcome the drawback of the 

conventional Kalman filtering a fast adaptive Kalman filtering 

is proposed. This algorithm constantly updates the first value 

of state vector, which eliminates the matrix operations and 

reduces the time complexity of the algorithm. Simulation 

results show that, the fast adaptive algorithm of Kalman 

filtering is more effective than the conventional and 

perceptual Kalman filtering algorithm. At the same time, it 

reduced its running   time without sacrificing quality of the 

speech signal. 

2. KALMAN FILTERING ALGORITHM 

FOR SPEECH ENHANCEMENT  

2.1 Conventional Kalman Filtering 

Algorithm 
Speech can be represented by an autoregressive (AR) process 

which is essentially the output of an all-pole linear system 

driven by white noise sequence. Thus speech signal at n-th 

time instant, s(n) is given by:  

 

s(n) =    
 
   (n) ×s(n-i) +ω(n)                 (1) 

 

Equation (1) can be expressed as the state equation which is 

given by                                           

   

  [State equation] 

   X(n) =F X(n-1) +Gu(n)                                                   (2) 

   Where 

1. The sequences u(n) is the Gaussian white noise whose 

mean is zero and the variances is δ2
u . 

2. X(n) is the L× 1 state vector  

    XT(n) =[s(n-L+1) . . .s(n-1),s(n)]                                     (3) 

3. F(n) is the L × L transition matrix 
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                 (4)        

 

4. G is the L×1 input vector which is defined as follows: 

    G = [0 0 . . . . . 1]                                                               (5) 

When only the noise corrupted signal y(n) is available, the 

observation process can be written in the following form:                   

y(n) =s(n) +v(n)                                                                     (6) 

This equation can be written in the matrix form as follows: 

y(n) =H x(n) +v(n)                                                                 (7) 

Where  

1. The sequences v (n) is Gaussian white noise whose 

mean is zero and the variances is δ2
v 

2. x(n) is the state vector already defined by equation (4) 

3. H is the observation matrix given by:    

            H =GT= [0 0 . . . . 0 1]                                               (8) 
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The conventional Kalman filtering is using the LPC 

coefficient to estimate the observations of the speech signal 

[6]. This part require half the time of the whole algorithm. In 

[2] the transition matrix F and the observation matrix H are 

modified. They has defined as   

F=H=

 
 
 
 
 

   
   
 
 

         

 
 

       

 
 
 

   

 
 
 
 
 

    

 
 
 
 

       
 
 
 
 

                        (9) 

The L×1input vector Q(n)T= [s

observation vector R(n)=[1,v(n), …,v(n-L+2)]. Finally, (3) 

 

[State equation] 

X(n)= F×X(n-1)+Q(n)                                                          (10) 

  

Y(n)= H ×X(n) + R(n) 

The Kalman filtering algorithm provides the updating state 

vector estimator equations 

[Initialization] 

X (0 | 0) =0 , P (0 | 0) = I  

Rv (n) =   
 G = [0 0 …1] 

Rs(n)[i,j]= 
               

              

                                                       
  

[Iteration] 

e(n) =y(n)-H×X(n/n-1)                                                        (12) 

P(n/n-1) =F× P(n-1/n-1) ×FT+G×Rs(n) ×GT                               (13) 

K(n) = P(n-1/n-1) ×HT× [G×P(n/n − 1)GT +Rs(n)]-1             (14) 

X(n/n-1)=F×X(n-1/n-1)                                                       (15) 

X(n/n)= X(n/n-1)+ K(n)×e(n)                                              (16) 

P(n/n) = [I-K(n)H] ×P(n/n-1)                                             (17) 

Where 

1. X(n/n − 1) is the minimum mean-square estimate of the             

state vector X(n) given the past n − 1 observations y(1) . . 

.  , y(n − 1) 

2. X(n/n − 1)  = X(n) – X(n/n − 1)  is the predicted state-

error vector 

3. P(n/n − 1) = E[x(n/n − 1)XT (n/n − 1)] is the predicted 

state- error correlation matrix 

4. X(n/n) is the filtered estimate of the state vector x(n) 

 

5. X(n/n) = X(n) − X(n/n) is the filtered state-error vector 

 

6. P(n/n) = E[X(n/n)×XT (n/n)] is the filtered state error 

correlation matrix 

 

7.   e(n) is the innovation sequence 

8.   K(n) is the Kalman gain 

Here the number of iterations is equal to the number of speech 

signal sampling points. Hence there exists time complexity. 

2.2 Perceptual Kalman Filtering 

Algorithm 
From the equations of the conventional Kalman filtering, one 

can find large number of matrix operations which leads to an 

increase in the computational complexity. Hence the 

complexity of the algorithm is reduced to maximum extent. 

To avoid the matrix inverse operation in the improved 

filtering method, calculation of s(n) is alone done. The 

estimated speech signal can be retrieved from the state vector 

estimator 

s(n) =H×X(n/n) 

The recursive equations of the perceptual Kalman filtering are 

defined as: 

[Initialization] 

s(0)=0 , Rv(n) =  
  , Rs(n)= E(y(n) × y(n)) –  v

2 

[Iterations] 

K(n) =Rs(n)/ (Rs(n) ×Rv)                                                      (18) 

s(n) =K(n) ×y(n)                                                                  (19) 

2.3 Fast adaptive Kalman filtering 

algorithm 
There are always noise changes with the surrounding 

environment. To design the fast adaptive Kalman filtering 

algorithm, we need to know information about environmental 

noise for that it is necessary to constantly update the 

estimation of noise. Here in the fast adaptive Kalman filtering 

algorithm, it can constantly update the estimation of 

background noise and update the threshold U. So it consists of 

two steps. 

1) Updating of variance of noise is obtained by  

Rv(n) = (1-d) × Rv(n) +d× Ru(n)                                           (20) 

Where d is the loss factor which limits the memory of the 

filtering. As proposed by [3]‘d’ is defined as:  

  d 
   

                                                                                   (21) 

Where b is a constant whose value ranges in between 0.95 and 

0.99.  The loss factor d is used to reduce the error. 

 

2) Updating of the threshold is known from 

U= (1-d)×U+ d × Ru (n)                                                       (22) 

Here the loss factor d is used which can reduce the error. We 

always compare the Ru(n) [variance of the current speech 

frame] with the threshold U which is updated above. We 

calculate the SNR of current speech frame and the whole 

speech signal and compare them.               

                
  
        

       

  
    

                                     (23) 

                
  
        

       

  
    

                                    (24) 

Where   
   pure speech signals   

 

variance of the input noise speech signals,   
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of background noise and n is the number of frames of the 

speech signal. 

When the current speech frame SNR1(n) is less than or equal 

to whole speech frame SNR0 (n) or SNR0 (n) is less than zero 

then the speech frame is noisy and it can follow Ru(n)<=U. 

However, when   SNR1 (n) is larger than SNR0 (n) then the 

noise estimation will be attenuated to avoid damaging the 

speech signals. According to [2], this attenuation can be 

expressed as, 

Rv(n) = Rv(n)/1.2                                                                  (25) 

The whole algorithm for A Fast Adaptive Kalman Filter is as 

follows:        

[Initialization] s(0) =0, Rv (1)    
 (1) 

[Iterations] 

If SNR1(n) <=SNR0(n) || SNR0(n) <0 then 

           If Ru(n) ≤U then 

1) Rv(n)= (1-d)×Rv(n)+d×Ru(n) 

End 

2) d=(1-b)/(1-b2) 

3) U=(1-d)×U+d×Ru(n) 

                                      Else 

4) Rv(n)= Rv(n)/1.2 

                                          End 

5) Rs(n)= E(y(n)× y(n))- Rv(n)  

 

6) K(n)= Rs(n)/ (Rs(n)+Rv(n)) 

7) s(n) = K(n) ×y(n). 

 

3.  MATLAB SIMULATION 
The comparison between the Conventional, Perceptual and 

Fast Adaptive Kalman Filtering Algorithm are done using 

MATLAB. We adopted two patterns of the noisy speech as 

the signal samples for the simulations. One is the female 

speech corrupted with a background noise, and the other is the 

male speech signal corrupted with a background noise. Figure 

shoes the simulation samples of female and male speech and 

the different filtering techniques results. In this section, we 

will compare the simulation result in the 2 different phases: 

(a) accuracy and (b) running time. The variance of the noise is 

assumed to be known and to compare the accuracy of the 

filtering methods the SNR is calculated. Table 1 shows fast 

adaptive Kalman filter achieves high performance filtering 

accuracy. 

Table 1. Signal To Noise Ratio for male and female speech 

 Signal To Noise Ratio 

Conventional Perceptual Fast 

Adaptive 

FEMALE 9.066 14.207 20.77 

MALE 0.762 3.079 3.8462 

 

Table 2 shows the comparison of the running time of the fast 

adaptive Kalman filter with the conventional and the 

perceptual filter. It is clear that the improved filtering 

noise suppression 

capability and reduce its’ running time without sacrificing the 

high                                            quality of the speech signal. 

Table 2. Running Time for male and female speech 

 Running Time(Sec) 

Conventional Perceptual Fast 

Adaptive 

FEMALE 0.183 2.67 0.000974 

MALE 0.141 2.34 0.000761 

 

 

 

 

 

 

 

 

 

                         Fig 1: Clean male speech signal 

 

 

 

 

 

 

                            Fig 2: Noisy male speech signal 
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Fig 3: Output of conventional Kalman filter 

 

 

 

 

 

                                 Fig.4. Output of perceptual Kalman filter 
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         Fig 5: Output of fast adaptive Kalman filter 

 

 

 

 

 

  

 

      Fig 8: output of conventional Kalman filter 

 

 

 

 

 

 

 

 

                  Fig 6: Clean female speech signal                                                           Fig 9: Output of perceptual Kalman filter  

 

 

 

 

 

 

 

 

                    Fig 7: Noisy female speech signal                                                      Fig 10: Output of fast adaptive Kalman filter 

 

3. CONCLUSION 
This paper has presented a noisy speech enhancement based 

on fast adaptive Kalman filtering algorithm. It is concluded 

that this proposed algorithm is simpler and can realize the 

good noise suppression by reducing the computational 

complexity without sacrificing the quality of the speech 

signal. In the further study, it can be improving the adaptive 

algorithm and will be applied to the embedded-speech-

recognition system at the hardware level. 
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