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ABSTRACT 

Processing of images plays a vital role in many fields such as 

medical and scientific applications. During the transmission of 

images, effect of noise plays a key role. A fuzzy filter is 

presented for additive noise removal from color images. 

During the process of noise removal, some of the edges may 

be disappeared. This paper presents two independent fuzzy 

based edge linking algorithms which are capable of finding a 

set of edge points in an image and linking these edge points 

by thresholding. The first algorithm includes a set of 16 fuzzy 

templates, representing the edge profiles of different types. 

The second algorithm relies on the image gradient to locate 

breaks in uniform regions and is based on fuzzy if-then rules. 

Performance evaluation of these algorithms is known by 

calculating peak signal to noise ratio (PSNR). 
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1. INTRODUCTION 
Image processing is a growing research field. Images have 

always played an important and essential role in human life, 

not only as a way to communicate, but also for other 

applications like commercial, industrial and scientific. In this 

paper two independent fuzzy edge linking techniques are 

presented that efficiently link the edge points of noise filtered 

image. 

Especially there are three types of noise exist: Gaussian noise, 

Salt and pepper noise, Speckle noise. Gaussian noise is most 

commonly used as Additive White Gaussian Noise (AWGN). 

Salt and pepper noise itself as randomly occurring white and 

black pixels. Speckle noise is also known as multiplicative 

noise, i.e. the gray levels of speckle noisy pixels are in direct 

proportion to the local gray levels in any area of an image. 

Distance computation plays an important role in removal of 

noise from color images. The distance between two couples is 

calculated according to the Minkowski’s distance. To 

compute scaling factors of the filter,          Takagi-sugeno 

fuzzy model is used. The concept behind the evolution of 

fuzzy rules for the additive noise removal is to assign large 

scaling factors to the neighbors that have similar colors as the 

centre pixel. 

Fuzzy set theory and fuzzy logic [1] offers powerful tools to 

describe and process human knowledge. Some of the fuzzy 

filters designed earlier for noise reduction are a new fuzzy 

filter for image enhancement [2], noise adaptive soft 

switching median filter [3], noise reduction by fuzzy image 

filtering [4], fuzzy two step color filter [5], a fuzzy impulse 

noise detection and reduction method [6], and so on. The 

different methods using fuzzy filters for reduction of noise are 

explained in the literature [7], [8]. Most of the current fuzzy 

noise reduction techniques do not produce convincing results 

for additive noise and introduces distortions, especially on 

edge or texture elements. Therefore this paper presents two 

independent fuzzy techniques for detecting and linking the 

edge points of noise filtered images. 

Edge linking is a critical part of many computer vision 

systems. The edge serves in simplifying the analysis of 

images by drastically reducing the data to be processed and 

preserving the useful structural information about object 

boundaries. An edge detector produces either a set of edge 

points or edge fragments. Edge detection provides a means of 

segmenting [9] the image in to meaningful regions. There are 

many fuzzy models [10] that attempt to locate regions in 

images that are related to edges. Edge linking techniques 

attempt to bind the detected edge fragments, forming an 

image with better visual clarity. 

In this paper, a new attempt has been made to use the 

Intuitionistic fuzzy set theory in the image edge linking. 

Intuitionistic fuzzy set takes into account the uncertainty in 

assignment of membership degree known as hesitation degree. 

A new definition of distance measure, called Intuitionistic 

fuzzy divergence (IFD) is used. Unlike fuzzy divergence that 

considers only the membership degree [11], [12], IFD 

considers not only the membership degree, but also the non-

membership degree, and the hesitation degree. 

A digital color image X can be represented by a   2-D array 

of vectors where an address  ,k l defines a position in X , 

called a pixel or picture element. If  , ,1X k l denotes the red 

component,  , , 2X k l
 
and  , , 3X k l denote the green and 
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blue components of a pixel at position  ,k l   respectively in 

an (noise - free) image X , then  the noisy color image NI at 

position  ,k l  can be denoted  as follows: 

     

        

, ,1  , , 2  , , 3  = 

, ,1  , , 2  , , 31 2 3     

  

  

NI k l NI k l NI k l

X k l X k l X k l     (1)                                                                 
 

With 1 , 2 and 3  are three separate randomly Gaussian 

distributed values with means  ,   and 1 2 3  
 

and 

standard deviations   ,  and 
1 2 3

   respectively. NI is the 

color image that is corrupted with additive white Gaussian 

noise. 

2. FUZZY NOISE FILTER 
While capturing or transmission of images the effect of noise 

may degrade the quality of the image so it is desirable to 

perform some sort of noise reduction on an image. The 

conventional idea for noise reduction is to average a pixel 

using other pixel values from its neighborhood. The fuzzy 

noise filter consists of two sub filters. The first sub filter 

calculates fuzzy distances among the color components of the 

central pixel and its neighborhood. These distances determine 

in what extent each component should be corrected. The aim 

of the second sub filter is to calculate the color components 

differences to retain the fine details of the image. The 

difference between this proposed filter and other vector based 

approaches as [13],[14] is that instead of calculating the 3-D 

distances between pixels, the three 2-D distances are used 

together with three fuzzy rules to calculate the weights used 

for the Takagi-Sugeno fuzzy model [15]. 

2.1 First Sub Filter with Fuzzy Rules 
The red, green, and blue component at a certain pixel position 

of a noisy image NI is denoted as  , ,1NI k l ,  , , 2NI k l  

and  , , 3NI k l , respectively. So, for each pixel position, 

there are three components that describe the color. For each 

pixel position  ,k l the following pairs are determined: the 

pair red and green denoted as 

      ,   k,l,1 , , , 2RG k l NI NI k l the pair red and blue 

denoted as       ,   k,l,1 , , , 3RB k l NI NI k l and the 

pair green and blue denoted as 

      ,   k,l,2 , , , 3GB k l NI NI k l .To filter the current 

image pixel, a window of size  2 1I ×  2 1I centered at 

position  ,k l  is used. Next certain scaling factors are 

assigned to each of the pixels in window. The scaling 

factors  , ,1w k i l j  ,  , , 2w k i l j    and 

 , , 3w k i l j     are for the red, green and blue 

components at position  ,k i l j    respectively. These 

scaling factors are assigned according to the following fuzzy 

rules. 

Fuzzy rule 1: The first fuzzy rule defines the weight          

 , ,1 w k i l j  for the red component of the neighbor       

 , ,1 NI k i l j , i.e. 

IF the distances are small between the pairs    ,RG k l , 

 , RG k i l j  and  ,RB k l ,  , RB k i l j THEN the 

scaling factor  , ,1 w k i l j is large. 

Similarly, the Fuzzy rule 2 and Fuzzy rule 3 [16] defines the 

weight for green and blue component respectively.  

The concept behind these simple fuzzy rules is to assign large 

scaling factors to the neighbors that have similar colors as the 

center pixel. The distance between two couples is calculated 

according to the Minkowski’s distances. This is illustrated in 

equation (2) for red-green pair  

    

    

    

, , ,  =

1/2
2

, ,1 , ,1  +

2
 , , 2 , , 2

 

  

  

 
 
 
 

D RG k l RG k i l j

NI k i l j NI k l

NI k i l j NI k l

                       

(2)

  

 

To compute the value that expresses the degree to which the 

distances of two couples is small, a fuzzy set small is used. 

From the membership functions of the fuzzy set small the 

corresponding membership degrees can be derived. If the 

distance between two couples has a membership degree one 

(zero) in fuzzy set small, it means that this distance is 

considered as (not) small for sure. Membership degrees 

between zero and one indicate that there is some kind of 

uncertainty in determining whether the distance is small or 

not. 

Three such fuzzy sets are defined one for each pair. All these 

fuzzy sets depend on the parameters denoted as PRG , 

PRB and PGB . The parameter PRG  is determined as 

follows: 

               ,  = , , ,max

,





P k l k l i j
RG RG

k l

             (3)      

Where  defines the  2 1  I ×  2 1  I neighborhood 

around the central pixel, i.e. 

 ,  ,  1, ..., 0, ..., 1,    i j I I I I , and where 

 , , , k l i j
RG

,  , , , k l i j
RB

 and  , , , k l i j
GB

 were 

used as convenient notation for the distances. (i.e., 

    , , ,  = ( , ), ,  k l i j D RG k l RG k i l j
RG

, similarly 

for  , , , k l i j
RB

 and  , , , k l i j
GB

 ). 

So, the parameters (for the spatial 

position  ,k l )  ,P k lRG ,  ,P k lRB  and  ,P k lGB  are 

equal to   the maximal distance between    the          red-green,  
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red-blue and green-blue pairs in a                            

 2 1  I ×  2 1  I neighborhood around the centre 

pixel  ,k l .  

The  ’s of expression (4) are used to calculate the scaling 

factors as introduced by fuzzy rules. In these rules,   the 

intersection    of       two      fuzzy       sets         is    specified 

by mapping T  -norms. This means for instance that the 

fuzzification of the antecedent of fuzzy rule 1 is 

     , , ,   , , ,
1 2

   k l i j k l i j
small smallRG RB

,  where 

1


small
and 

2


small
 are equal to membership function 

small, shown in expression (2), with parameters  ,P k lRG  

and  ,P k lRB ,  respectively. The obtained value 

      , , ,   , , ,
1 2

   k l i j k l i j
small smallRG RB

 is 

called the activation degree of the fuzzy rule and is used to 

obtain corresponding scaling factor, i.e. 

       , ,1  = , , ,   , , ,
1 2

w k i l j k l i j k l i j
small smallRG RB

    

similarly the remaining two scaling factors are calculated by 

using activation degrees. 

 Where 
1


small

 , 
2


small

and  
3


small

 are equal 

to membership function small ,shown in expression (2), with 

parameters  ,P k lRG ,  ,P k lRB  
and   ,P k lGB  

respectively. The output of the first sub filter can finally be 

illustrated for the red component, where the output image is 

denoted as A  , i.e., 

  
   

 

, ,1   , ,1

, ,1

, ,1

 
     
 


 
   
 

I I
w k i l j NI k i l j

i I j I
A k l

I I
w k i l j

i I j I

           (4) 

The filtering process for the green and blue component is 

similar to the one above.  

2.2 Second Sub Filter to Retain Fine 

Details 
The second sub filter is a complementary filter to the first one. 

The purpose of this filter is to improve the first method by 

reducing the noise in the color components differences 

without deteriorating the fine details of the image. The second 

part of the fuzzy filter is realized by taking the local 

differences in the red, green, and blue environment separately. 

These local differences are used to calculate the local 

estimation of the center pixel by taking the average of those 

differences. Similar to the first part of the filter a window of 

size  2 1J ×  2 1J is used where J  is not necessarily 

equal to I , centered at  ,k l to filter the current image pixel at 

position  ,k l . Next, the differences (also called gradients or 

derivatives) are calculated for each element of the window 

denoted as BDR , BDG  and BDB  for the red, green, and 

blue environment respectively. If the output image of the first 

sub filter is denoted as A , then the local difference for red 

component is calculated by using (5). Similarly the remaining 

differences are calculated. 

     ,  A , ,1 , ,1   BD i j k i l j A k lR               (5) 

For all  , , ..., 0, ....,  i j J J . These differences are finally 

combined to calculate the following correction terms: 

        
1

, , , ,
3

  e i j BD i j BD i j BD i jR BG
            (6)        

i.e., the average of the difference for the red, green, and blue 

component is calculated at the same position. 

 Finally, the output of the second filter, denoted as B, 

for red component is determined as follows. Like red 

component the outputs for green and blue components are 

determined. 

 
    

 

, ,1 ,

, ,1
2

2 1

 
    
 





J J
A k i l j e i j

i J j J
B k l

J

              (7) 

With  , ,1B k l  is the red component of the output image and 

where  ,e i j  is the correction term for the neighboring 

pixel  , ,1 A k i l j . 

3. FUZZY EDGE LINKING 
The objective of denoising is to remove the noise effectively 

while preserving the original image details as much as 

possible. Even though the above fuzzy filter retains fine 

details, some of the edges are not recovered. Hence for further 

fine recovery of edges, two different fuzzy edge linking 

algorithms are presented. Many edges are (visually) fragments 

of larger edge structures. Fuzzy edge linking techniques 

attempt to bind edge fragments, forming an image with better 

visual acuity. These two algorithms are applied in a parallel 

way on the output image of the fuzzy noise filter. 

3.1 First Algorithm  
An edge is a property of an individual pixel and is calculated 

from the functional behavior of an image in the neighborhood 

of a pixel.  In this algorithm, using intuitionistic fuzzy set 

[17], a new distance measure called intuitionistic fuzzy 

divergence (IFD) is proposed, where the three parameters, 

namely, the membership degree, the non-membership degree, 

and the hesitation degree are      considered. Considering the 

hesitation degree, the range of       membership degree of the 

two intuitionistic fuzzy sets A and B may be represented 

as        ,X X XA A A
   , 

       ,X X XB B B
   where  X

A
 and  X

B
   

are the membership values,  X
A

 and  X
B

  are the non 

membership values and  X
A

 ,  X
B

 are the hesitation 

degrees in the respective sets, with                                 

 X
A

  = 1-  X
A

 -   X
A

                                       and  

 X
B

   = 1-  X
B

 -  X
B

 .The interval is due to the 

hesitation in assigning membership values. The distance 

measure proposed in this algorithm takes in to account the 

hesitation degrees.  
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3.1.1 Intuitionistic fuzzy divergence 

For two images A and B at  ,
th

i j pixels i.e. a
ij

and b
ij

of 

the image, the information discrimination is given as follows:  

1. Due to  aijA
  and  aijB

  of the  ,
th

i j of the image:  

  
       a b a bij ij ij ijA Ae e e

   
    

2. Due to  aijA
  +  aijA

  and  aijB
 + of  bijB

  

of the  ,
th

i j of the image: 

                 
       

/
a a b bij ij ij ijA A B Be e

    
 

Corresponding to fuzzy entropy the divergence (Div)    

between images A and B may be expressed as  

 
      

 
   

1 1
,

1

aij bA B ija eijA
D A B

i j bij aB A ija eA ij

       
 

  
    
  

 

    (8)                           

Similarly the divergence of B against A may be given as: 

 
      

 
   

1 1
,

1

bij aB A ijb eijB
D B A

i j aij bA B ijb eB ij

       
 

  
    
  

 

    (9)                    

So, the total divergence between the pixels a
ij

 and b
ij

of the 

images A and B due to  aijA
  and  aijB

  may be 

written as  

Div – 1(A, B) = D1 (A, B) + D1 (B, A) = 

       

   
   

2 1

1

a bij ija e A Bij bA B ij

i j bij aB A ija eb ijB ij A

    
       

   
   

          
   (10)                     

In a likewise manner, the divergence between a
ij

 and b
ij

of 

the    images   A    and    B    due   to     membership      values 

 aijA
 +  aijA

  and  aijB
 + of  bijB

  may       be 

given as:

 

Div – 2(A, B) =  

       

       

        

       

1

2

1

a b aij b ij ijA B ij B A

a b aA ij b ij ijB ij B Ae

i j
b a aij ij ij bA A B ijB

b a aij ij ij bB A A B ije

 

 

 

 

                
         

    
             
      
   (11)

 

Thus the Intuitionistic Fuzzy Divergence (IFD), between the 

images A and B due to the membership interval range using 

(10) and (11) may be written as:  

 

 

 

 

DH(A,B)

       

   
   

       

       

       

     

2 1

1 ,

2 1

max

1

a bij ija e A Bij bA B ij

bB ij A aija eB b A ijij

a b aij b ij ijA B ij B A

a b aij b ij ijA B ij B Ae

b a aij ij ij bB A A B ij

b a aij ij ijB A Ae

 

 

 

 

    
  

        
  

         
 
         

     
  

   

i j

bB ij

 
 
 
 
 
 
 
 
  

  
 
 
 
 
 
 

 
 
   (12)

For edge detection, a set of 16 fuzzy templates [18] each of 

size 3 x 3, representing the edge profiles of different types, 

have been used. The choice of templates is crucial which 

reflects the type and direction of edges It is observed that on 

increasing the number of templates beyond 16, there is no 

remarkable change in the edge results and on decreasing the 

number of templates, many edges were found missing. The 

values of a=0.3 and b=0.8 are chosen by trial and error 

method. The center of each template is placed at each position 

(i, j) over a normalized image. The IFD measure at each pixel 

position (i, j), in the image, where the template was centered, 

IFD (i, j), is calculated between the image window and the 

template using the max-min relationship.

 

The first algorithm includes the following steps: 

1. A set of 16 fuzzy templates with values ‘a’ and ‘b’are 

considered. 

2. By placing the center of each template at each point (i, j) 

over the normalized image, the edge templates are applied 

over the image.  

3. Divergence between each template and image window is 

calculated. 

4. All the sixteen 3 x 3 templates are processed and then the 

maximum of all the 16 minimum intuitionistic fuzzy 

divergence values is chosen.  

5. Position the maximum value at the point where the 

template was centered over the image. 

6. The max-min value is selected and positioned for all the 

pixel positions. 

Finally IFD matrix, the same size as that of image, is formed 

with values of IFD (i, j) at each point of the matrix. This IFD 

matrix is thresholded and thinned to get an edge detected 

image. Then the detected edge points are linked by 

thresholding the edge image to remove weak edge points. The 

edge strength associated with compatible edge is increased 

and the edge strength associated with incompatible edge is 

decreased.  

3.2 Second Algorithm  
This algorithm relies on the image gradient to locate breaks in 

uniform regions. An image gradient is a directional change in 

the intensity or color in an image. Gradient images are 

obtained from the original image by convolution operation. 

Each pixel of a gradient image measures the change in 

intensity of that same point in the original image, in a given 

direction. To acquire the full range of the direction, gradient 

images in the x and y directions are computed. After the 
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gradient images have been computed, the pixels with largest 

gradient values become edge pixels, and edges may be traced 

in the direction perpendicular to the gradient direction. 

3.2.1Membership Functions 
The fuzzy logic approach for edge linking allows to use 

membership functions to define the degree to which a pixel 

belongs to an edge or a uniform region. A zero-mean 

Gaussian membership function is specified for each input of 

the edge Fuzzy Interference system (FIS). If the gradient 

value for a pixel is ‘0’ then it belongs to zero membership 

function with a degree of 1. Standard deviations for the zero 

membership can be changed to adjust the performance of edge 

detector. Increasing the values makes the algorithm less 

sensitive to edges in the image and decreases the intensity of 

detected edges. Triangular membership functions, ‘white’ and 

‘black’ are specified for the output of edge FIS i.e. Iout. 

Membership function plots for inputs and outputs of edge FIS 

are shown in figure 1. 
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Figure 1: Membership functions for zero,white and black 

The second algorithm includes the following steps: 

1.Import the filtered RGB image and convert to grayscale 

image. 

2. Calculate the image gradients along the x-axis and y-axis. 

3. Create a Fuzzy Interference system(FIS) for edge detection. 

4. Specify the image gradients, Ix and Iy, as inputs of edge 

FIS. 

5. Specify the intensity of edge-detected image as an output of 

edge FIS. 

6. Specify rules for Fuzzy Interference system (FIS) to make a 

pixel black or white. 

Rule 1: ‘If Ix is zero and Iy is zero, then Iout is white’ 

Rule 2: ‘If Ix is not zero or Iy is not zero then Iout is black’ 

7. Evaluate the output of FIS for each row of pixels in the 

image using corresponding rows of Ix and Iy as inputs. 

Edges are detected using FIS, by comparing the gradient of 

every pixel in x and y directions. If the gradient for a pixel is 

not zero then the pixel belongs to an edge (black). For linking 

the detected edge pixels, hysteresis thresholding is used. This 

performs a dual thresholding operation to identify strong and 

weak edge points.This uses a loop to produce a more connect 

segmentation with fewer isolated pixels. Eight connectivity is 

used. 

4. SIMULATION RESULTS 
 As a measure of comparison between the filtered 

image and edge linked one, peak signal-to-noise ratio (PSNR) 

in decibels (dB) is used. 

 PSNR (dB) = 10 * log (255^2/ MSE)             (13) 

Where MSE is the Mean Square Error. The PSNR values of 

the filtered image before and after applying the two fuzzy 

edge linking algorithms are shown in table 1 for various noise 

levels. Figure 2 to Figure 10 shows the visual observations for 

the results tabulated in table-1. From the numerical results in 

table-1, it can be observed that for standard deviation of ‘3’ 

the PSNR value increased from 33dB to 54dB for the first 

algorithm and to 52dB for the second algorithm. 

Table-1 

Comparison of PSNR of the filtered image before and 

after applying the proposed fuzzy edge linking   

algorithm-1 and algorithm-2 for the (512x512) colored 

Lena image 

 

PSNR(dB) 

Lena image 

 

σ 

Filtered 

image 

before edge 

linking 

Output image 

after applying 

fuzzy edge 

linking 

algorithm-1 

Output image 

after applying 

fuzzy edge 

linking 

algorithm-2 

3 33.5824 54.1962 52.4075 

5 32.7361 54.1601 52.3941 

10 30.6698 53.2548 51.5841 

15 28.6341 52.3609 51.0156 

 

Figure 2: Original Lena image 

 
 
  

 
     

 (a) Noisy image            (b) Filtered image 

 

 
   

 
         

(c) Edge detected image                 (d) Edge linked image 

 Figure 3:  Illustration of fuzzy edge linking             

 algorithm-1results for Lena image with σ = 3 
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 (a) Noisy image                 (b) Filtered image  

 
  

 
 

  (c) Edge detected image         (d) Edge linked image 

Figure 4: Illustration of fuzzy edge linking           

algorithm-1results for Lena image with σ = 5 

 

 
  

 
 

(a) Noisy image         (b) Filtered image 
 

 
  

 
 

  (c) Edge detected image         (d) Edge linked image 

 Figure 5: Illustration of fuzzy edge linking            

 algorithm -1 results for Lena image with σ = 10 

 

 

 

 

 

 

 

 

 
  

 
 

   (a) Noisy image                (b) Filtered image 

 
  

 
 

  (c) Edge detected image         (d) Edge linked image 

Figure 6: Illustration of fuzzy edge linking          

algorithm-1 results for Lena image with σ = 15 

 

 
  

 
 

 (a) Noisy image                  (b) Filtered image 

  

 
  

 
 

(c) Edge detected image      (d) Edge linked image 

Figure 7: Illustration of fuzzy edge linking          

algorithm-2 results for Lena image with σ = 3 
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  (a) Noisy image            (b) Filtered image 

 
  

 
  

(c) Edge detected image       (d) Edge linked image 

Figure 8: Illustration of fuzzy edge linking          

algorithm-2 results for Lena image with σ = 5 

 

 

 
  

 
 

 (a) Noisy image             (b) Filtered image 

 

 
  

 
               

(c) Edge detected image              (d) Edge linked image 

 Figure 9: Illustration of fuzzy edge linking        

  algorithm-2 results for Lena image with σ = 10 

 

 

 
  

 
        

 (a) Noisy image             (b) Filtered image 

 
  

 
 

(c) Edge detected image      (d) Edge linked image 

  Figure 10: Illustration of fuzzy edge linking                         

 algorithm-2 results for Lena image with σ =15 

5. CONCLUSION 
This paper proposed two fuzzy edge linking algorithms for 

fine recovery of edges of the images. These algorithms are 

applied on the output image of the fuzzy noise filter in a 

parallel way. Numerical measures and visual observations 

have shown convincing results. Even at higher levels of noise 

these two algorithms have shown fine recovery of edges of the 

images. By observations from table-1, it is clear that there is 

an improvement in the peak signal-to-noise ratio (PSNR) of 

the filtered image after applying the proposed two fuzzy edge 

linking algorithms. 
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