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ABSTRACT 

In this paper, a simple lossless image compression method 

based on a combination between bit-plane slicing and 

adaptive predictive coding is adopted for compressing natural 

and medical images. The idea basically utilized the spatial 

domain efficiently after discarding the lowest order bits 

namely, exploiting only the highest order bits in which the 

most significant bit corresponds to last layer7 used adaptive 

predictive coding, while the other layers used run length 

coding. The test results leads to high system performance in 

which higher compression ratio achieves for lossless system 

that characterized by guaranty fully reconstruction. 

General Terms 

Bit-plane slicing along with adaptive predictive coding for 

lossless image compression. 

Keywords 

Image compression, lossless, lossy, predictive coding and bit 

plane slicing. 

1. INTRODUCTION 

Compression in general represents the enabling technology, 

lie at the heart of many technologies, such as digital 

television, DVDs, internet, mobile communications, 

multimedia, teleconferencing applications, cameras security 

and other applications. Image compression is a serious issue 

in storage and transmission because its cuts costs and saves 

time, basically based on exploits the redundancy in an image 

such that smaller number of bits can be used to represent the 

image. 

Image compression techniques generally fall into two 

categories: lossless and lossy. Lossless compression, called 

Information Preserving or Error Free [1] and also called 

Noiseless Coding [2], allows an image to be compressed 

without losing information with low compression ratio that 

constrained by the image entropy [3]-[5], basically based on 

the utilization of statistical redundancy alone, thus sometimes 

referred to as image coding, rather than image compression 

[6], such as Huffman coding, Arithmetic coding and Lempel-

Ziv algorithm. Lossy compression can be considered if wants 

to have a higher compression ratio while retaining acceptable 

visual quality for the decompressed image [7], basically based 

on the utilization of psycho-visual redundancy, either solely 

or combined with statistical redundancy such as vector 

quantization, fractal, wavelet and JPEG. Reviews of lossless 

and lossy techniques can be found in [1,8]-[14]. The 

utilization of type over the other depends on the application 

requirements or needs, where lossless suitable for critical 

applications, like medical image, archiving and satellite 

imaging whereas lossy more efficient and popular for 

multimedia applications include image, speech and video. 

In order to construct a lossless compression system that 

guaranty full reconstruction of the compressed image without 

incurring any distortion (i.e., identical copy) along with high 

compression ratio, the hybrid system or combined system 

normally utilized. Predictive Coding (PC) technique, also 

referred as differential coding is a promising techniques, 

recently utilized  by a number of researchers to compress 

images due to simplicity, symmetry and efficiency [15]-[20], 

essentially composed of two consecutive basic steps, start by 

prediction which means predicting each pixel value from 

nearby or neighbouring pixels, and then followed by finding 

the differences between the predicted value and the actual 

value that called residual or prediction error that is encoded, 

because of the reduced image information compared to the 

original image. On the other hand, a useful commonly Bit-

Plane Slicing (BPS) for image compression is adopted [21]-

[24], simply is a separation technique in which the image is 

sliced at different binary planes or layers according to bit 

position that efficiently analyzing the relative importance 

played by each bit of the image [25]. 

In this paper, an efficient simple and fast hybrid lossless 

method for compressing images is introduced a combined 

scheme based on exploited the Bit-Plane Slicing (BPS) for 

obtains images of various representation corresponding to 

specific bits, and utilized Predictive Coding (PC) to remove 

the redundancy between neighbouring pixels, that effectively 

improve compression ratio. The rest of the paper organized as 

follows, section 2 explains the proposed system in details; the 

experimental results and discussion is given in section 3. 

2. COMBINED LOSSLESS 

COMPRESSION ALGORITHM  
This section describes the combined or hybrid proposed 

lossless method to compress an image based on utilizing Bit-

Plane Slicing (BPS) first and then followed by Predictive 

Coding (PC). The encoder of the suggested system shown in 

Figure 1 and the implementation is explained in the following 

steps: 

 Step 1: Load the input uncompressed image I of size N×N that 

corresponds to grayscale image with 256 colors, 8 bits per 

pixel. 

 Step 2:  Perform Bit-Plane Slicing (BPS) to convert the gray 

scale image into the eight binary images or into eight bit plane 

images (layers), according to intensity value of each pixel can 

be represented by an 8-bit binary vector (b7, b6, b5, b4, b3, b2, 

b1, b0), it ranges from Bit level 0 (layer 0) which is the Least 
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Significant Bit (LSB) to Bit level 7 (layer 7) which is the 

Most Significant Bit (MSB). 

 Step 3: Discard the lower order bits (lowest four) of small or 

very little contribution of image information without visual 

degradation of image appearance (i.e., still equivalent to the 

original image), namely bit planes0-3 (i.e., layer0, layer1, 

layer2 and layer3) contribute the more subtle details [25]. In 

other words, use only the higher order bits (top four) of  

significant major image data of bit planes4-7 (i.e., layer4, 

layer5, layer6 and layer7), implicitly means reducing the 

number of bits from 8 bits into 4 bits, that eventually affected 

in image data compressed in which save more storage space. 

 Step 4: Apply Run Length Coding (RLC) to code bit planes4-

6 (i.e., layer4, layer5 and layer6) due to simplicity and 

efficiency of representation when repeated values presents. 

 Step 5: Exploit Predictive Coding (PC) to only most 

significant bit (MSB) of bit plane7 (layer7) to remove 

correlation or redundancy embedded between image pixel 

values. The idea is to predict using neighbour pixels, that 

works by predicting the pixel value based on the previous 

values and encoding the differences between the predicted 

value and the actual value [26]. The simplest form of 

Predictive Coding (PC) or Differential Coding based on of 

linear prediction, the predicted value is a neighboring pixel 

value stored in the predictor. More complicated linear 

predictors calculate the predicated value as a linear 

combination of the value of the neighboring pixels [27], 

various predictors adopted by [28]-[33]. Here the linear 

combination predictor model utilized, where the following 

steps are applied: 

a) Partition the bit plane7 image (L7) into non-overlapping 

fixed square regions of size n×n due to simplicity and 

popularity. 

b) Create stationary image S of zero mean block from L7 by 

computing the mean m of each square fixed block and then 

subtract the block pixel values from m. 


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Where L7 is the layer7 of original image I, m is the block 

mean of n pixels of block of size (n×n) (i.e., total number of 

pixels in fixed square block), and S is the stationary zero mean 

image. 

c) Use an adaptive linear predictor depending on the image 

features or characteristics, in other words for non-zero mean 

blocks use predictor of third order model, as shown in Figure 

2.  Simply, the predictor is a function of neighboring pixels 

and the coefficients, as in eq. (3). While for zero mean blocks 

use the simplest form based on previous pixel, which is fast 

and easy to implement with no need to coefficients estimation.  

              
)3(             ))1,1()1,(),1((),(

~
3217  yxScyxScyxScyxL  

Where 7
~
L is the predicted image layer7, in which each pixel is 

weighted sum of neighbouring pixels, here represented by top, 

left and top-left neighbours of each pixel from S stationary 

image for non-zero mean image block, and c is the predictor 

coefficients or weights. 

d) Estimate the predictor coefficients or weights c using the 

least square method for non zero mean blocks. 

                                            )4.......()( 1 SPPPc TT   

Where c is the coefficient parameters, p is an (n×3) matrix of 

neighbours of each block from S stationary image depending 

on the prediction model used, n number of rows and 3 

represents the number of column applied, where first column 

corresponding for top neighbour, the second column for left, 

and third column for top-left neighbours respectively of each 

pixel of image block. 

e) Create the predicted or approximated image value 7
~
L  

using the predictor coefficients or weights, and seed values 

(overhead information) of neighbour pixels that make use of 

the first row and column of each block. 

                                                                                             ....(5)..................................................  .
~
7 cPL 

  f) Find the residual or prediction error as difference between 

the original L7 corresponds to the stationary image S and the 

predicted one 7
~
L . 

                                             )6........(..............................
~
7LSR   

g) Apply Run Length Coding (RLC) to code the residual 

image R along with the compressed information that 

composed of prediction coefficients and seed values. 

h) Perform Difference Mean Value (DMV) as the 

differences between two means values due to correlation 

embedded between them, as in eq. (7) then followed by Run 

Length Coding (RLC).  

)7(  ................... )1()()(  imimim  

Where   i=1,2,3,…, k-1,  k is size of mean values. 

The decoder exploits the coded information that received from 

the encoder to reconstruct the compressed image as illustrated 

in Figure 3, starts by reconstructing the mean vales based on 

adding the values, as reversed to Difference Mean Value 

(DMV), using the following equation. 

)8( .....).........()1()1( imimim   

Where i= k, (k-1), (k-2), (k-3),…,1. 

Then by utilizing the predictor coefficients or weights and 

seed values to build or create a predicted image, along with 

adding the residual image, and finally by adding the other 

coded bit planes layer (4,5 and 6), so: 

                                                                                   .....(9)..........  )6&5,4(
~
7 eansCodedBitPlmRLI 

Where I is the reconstructed lossless compressed image to be 

identical to the original image, 7
~
L

is the predicted image of 

layer7, R is the residual image of layer7, m is the mean 

values, and 
)6&5,4(eansCodedBitPl

is the coded 

information of high order bit planes. 

3. EXPERIMENTAL RESULTS 
Generally, the evaluation of lossless compression system 

based only on compression performance, normally the 

compression ratio, which is the ratio of the original image size 

to the compressed size adopted as the measure of fidelity or 

the guide of competence of the proposed system, since the 

decoded compressed image is error free implicitly means 

identical to the original image. The testing applied on a well-
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known standard images which implies two types of different 

characteristics or details, the natural type like Lena, Girl, 

Baboon and Paper, and the medical type of Magnetic 

Resonance of Brain and Knee, Echo and X-ray of Chest 

images, (see Figure 4 for an over view), all the images are 

square of 256 gray levels (8bits/pixel) and of size 256×256. 

Figure 4 shows the bit-plane images or layers of tested from 

least significant bit (LSB) (i.e., layer0) to most significant bit 

(MSB) (i.e., layer7) of mentioned tested images above.  

The results shown in Table 1, using different fixed block sizes 

of 4×4, 8×8 and 16×16 of bit- plane7 (layer7) for the tested 

images. Clearly the results illustrate that the techniques is 

directly affected by the image's characteristics, since it based 

on exploiting the spatial domain of the image of both Bit-

Plane Slicing (BPS) and Predictive Coding (PC). In other 

words, the compression ratio in general varies according to 

the image nature, where clearly the natural images has much 

more details than medical images, implicitly meaning a 

decrease in compression ratio compared to medical one.  

The results illustrated that the system efficiency affected by 

two control parameters, first the high order bit planes used 

(i.e., layer4, layer5 and layer6) that utilize the run length 

coding where for low details images of small variation images 

less byte required, and vice versa. The second is the block size 

of bit plane7 (i.e., layer7) whereas the block size increase, less 

coefficient needs (i.e., 3 coefficients for larger block sizes) 

implicitly improves the compression ratio. 

The results have shown that the proposed techniques 

efficiently works for lossless image compression system type, 

especially if utilized with multi-resolution techniques and 

effective encoder that encodes or packs the compressed 

information in an intelligently way based on combination the 

statistical based and the dictionary based  
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Fig 1: The Encoder (compression) System. 

 

 

 

 

 

 

 

 

 

Fig 2: Linear third order predictive model for non-zero mean block, each pixel predicted as a weighted sum of top, left ,left- 

top neighboring pixels, and the estimated coefficients.  
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Fig 3: The Decoder (decompression) System. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4: Test images that composed of (a) Natural images of Lena, Girl, Paper and Babbon, and (b) Medical images of Brain, 

Knee, Echo and C-Ray.  

 

Table 1:  Compression ratio of the tested images using different block sizes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Tested 

Image 
Size in bytes of 

Original image 
Block Size 4×4 Block Size 8×8 Block Size 16×16 
Size in bytes 

compressed 
information 

Comp. 

Ratio 
Size in bytes 

compressed 
information 

Comp. 

Ratio 
Size in bytes 

compressed 
information 

Comp. 

Ratio 

Lena 65536 9518 6.8855 7602 8.6209 6928 9.4596 

Girl 65536 5730 11.4373 4348 15.0727 3944 16.6166 

Peppers 65536 7516 8.7195 5292 12.3840 4572 14.3342 

Baboon 65536 12468 5.2563 9678 6.7716 8770 7.4727 

Brain 65536 6924 9.4650 5588 11.7280 5196 12.6128 

Knee 65536 9272 7.0682 7336 8.9335 6680 9.8108 

echo 65536 5870 11.1646 4536 14.4480 4142 15.8223 

x-ray chest 65536 5490 11.9373 3272 20.0293 2672 24.5269 

Compressed 

 data 

Run Length 

Decoding 

Reconstructed Image I 

  

Reconstruct Residual, 

coefficients, seed values 

and mean of Bit Plane 7  
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Fig 5: Bit-plane images from layer0 to layer 7 for tested images. 
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