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ABSTRACT 

The aim of paper is to prove a weak convergenceresult  for 

finding a common of the set of fixed points of a nonexpansive 

mapping and the set of solutions of a variational inequality 

problem for a monotone, Lipschitz continuous mapping. 

Using an example in C++, validity of the result will be 

proved. Also, we shall find a common element of the set of 

fixed points of a nonexpansive mapping and the set of zeros 

of a monotone, Lipschitz continuous mapping.  
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1. INTRODUCTION 
Let H be a real Hilbert space with inner product  . ,   .   and 

norm║.║, respectively. Let C be a closed convex subset of H. 

The variational inequality problem is to find u ϵ C such that < 

Au, v - u > ≥ 0 ,        ∀  v ϵ C.  

The set of solutions of variational inequality problem VI(C, 

A) is denoted by Ω. The variational inequality problem has 

been extensively studied in literature, see, for example,[1, 2, 

5, 10] and references therein. 

Definitions. Let A: C → H be a mapping of C into H. A is 

called monotone if  

< Au -  Av, u – v > ≥ 0     ∀  u, v ϵ C. 

A is called α-inverse-strongly-monotone [1, 5, 9] if there 

exists a positive real number α such that 

< Au – Av, u – v > ≥ α║Au – Av ║2       ∀  u,v ϵ C. 

It is easy to see that an α-inverse-strongly mapping A is 

monotone and Lipschitz continuous but converse is not true. 

A mapping S : C→C is called non-expansive [10-11] if 

║Su – Sv ║ ≤ ║u – v ║            ∀  u,v є C. 

We denote by F(S) the set of fixed points of S. A mapping S : 

C→ C is called Lipschitz continuous if there exists a real 

number L > 0 such that ║Su – Sv ║ ≤ L ║u – v ║            ∀  

u,v ϵ C.  

Takahashi and Toyoda [12] introduced the following iterative 

scheme for finding a common element of the set of fixed 

points of a nonexpansive mapping and the set of solutions of 

the variational inequality problem for an α-inverse-strongly-

monotone mapping in a real Hilbert space. 

Theorem 1.1.  [12] Let C be a closed convex subset of a real 

Hilbert space H. Let A be an α-inverse-strongly-monotone 

mapping of C into H and let S be a nonexpansive mapping of 

C into itself such that F (S) ∩ VI(C, A) ≠ ф. Let {xn} be a 

sequence generated by   x0 = x ϵ C,   xn+1 = αnxn + (1-αn)S 

PC(xn - λnAxn),       (1.1) for every n = 0,1,2,…….. where {λn} 

⊂ [a,b] for some a,b ϵ (0, 2α) and {αn} ⊂ [c,d] for some c,d ϵ 

(0,1). Then, the sequence {xn} converges weakly to some 

point z ϵ F(S) ∩ VI(C,A), where, z = limn→∞ PF(S)∩VI(C, A)xn. 

Further Iiduka and Takahashi [4], introduced an iterative 

scheme to find a common element of the set of fixed points of 

a nonexpansive mapping and the set of solutions of the 

variational inequality for an inverse-strongly-monotone 

mapping in a Hilbert space. 

Theorem 1.2. [4] Let C be a closed convex subset of a real 

Hilbert space H. Let A be an α-inverse-strongly-monotone 

mapping of C into H and let S be a nonexpansive mapping of 

C into itself such that F (S) ∩ VI(C,A) ≠ ф. Suppose x1 = x ϵ 

C and let {xn} be a sequence generated by     

xn+1 =  PC(αnx  + (1-αn)SPC(xn - λnAxn)),                        (1.2) 

for every n = 1,2,…….. where {αn} is a sequence in [0, 1) and 

{λn} is a sequence in [0, 2α]. If {αn} and {λn} are chosen so 

that {λn} ⊂ [a,b] for some a, b with 0 < a < b < 2α, 

limn→∞ αn = 0, 

1
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n n
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1
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Then {xn} converges strongly to PF(S)∩VI(C, A)x. 

Motivated by above results, we shall prove the weak 

convergence theorem for finding a common element of the set 

of fixed points of a nonexpansive mapping and the set of 

solutions of the variational inequality problem for a monotone 

and Lipschitz continuous mapping in a real Hilbert space. 

Also we shall give a numerical example to show the existence 

of solution. Further, we consider the problem of finding a 

common element of the set of fixed points of a nonexpansive 

mapping and the set of zeros of a monotone and Lipschitz 

continuous mapping.  

2. PRELIMINARIES 
Let H be a real Hilbert space with inner product < . , . > and 

norm ║.║. Let C be a closed convex subset of H. We shall 

write xn⇀ x to indicate that the sequence {xn} converges 

weakly to x. xn→ x implies that {xn} converges strongly to x. 

It is well known that for any x ϵ H, there exists a unique 

nearest point in C, such that  

║u – PCx║= inf{║u - y║ : y ϵ C}                                                                                             

PC is called the metric projection of H onto C.  

PC is characterized by the properties: 

PCx ϵ C, 

< x - PCx, y - PCx > ≤ 0, for all x ϵ H, y ϵ C,                                                                                           
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║x – y║2 ≥║ x- PCx ║2 + ║ y - PCx║2,for all x ϵ H, y ϵ C.       

The metric projection PC of H onto C satisfies  

< x - y, PCx - PCy > ≥ ║ PCx - PCy ║ 2 , for every x,y ϵ H,                                            

Let A be a monotone mapping of C into H. In the context of 

the variational inequality problem, it is easy to see that u ϵ Ω 

   u = PC (u - λAu),    for any λ                                                           

It is known that H satisfies the Opial condition [7] that is, for 

any sequence {xn} with xn⇀x, the inequality, lim𝑛→∞ 𝑖𝑛𝑓║xn - 

x║ < lim𝑛→∞ 𝑖𝑛𝑓║xn - y║ holds for every y ϵ H with y ≠ x. 

We also know that, if {xn} is sequence of H with xn ⇀ x and 

║xn║→║x║, then there holds that xn → x. 

A set valued mapping T : H → 2H is called monotone if for all 

x,y ϵ H, f ϵ Tx and g ϵ Ty imply < x – y, f – g > ≥ 0. A 

monotone mapping T: H→2H is maximal if its graph G(T) is 

not properly contained in the graph of any other monotone 

mapping. It is known that a monotone mapping T is maximal 

if and only if for (x, f) ϵ H× H, < x – y, f – g >  ≥ 0 for every 

(y, g) ϵ G(T) implies f ϵ Tx. 

Let A : C→ H be a monotone, k – Lipschitz continuous 

mapping and NCv be the normal cone to C at v ϵ C, that is NCv 

= {w ϵ H : < v - u, w > ≥ 0,∀ u ϵ C} 

Define,  Tv  = 
,

,
CAv N v if v C

if v C

 



 

Then, T is maximal monotone [8-9] and 0 ϵ Tv if and only if v 

ϵ VI(C,A).  

Now we give some lemmas, which will be used in the proof 

of result. 

Lemma 2.1 [6] Let C be a closed convex subset of a real 

Hilbert space H. Let S be a nonexpansive mapping of C into 

itself such that F (S) ≠ ф. Then F(S) = F(PCS). 

Lemma 2.2.  [12] Let H be a real Hilbert space and let D be a 

non empty closed convex subset  of H. Let {xn} be a sequence 

in H. Suppose that, for all u ϵ D, 

║xn+1 - u║ ≤ ║xn - u║, 

for every n = 0,1,2,……… Then, the sequence {PDxn} 

converges strongly to some z ϵ D. 

Lemma 2.3. [3] Let H be a real Hilbert space, C be a 

nonempty closed convex subset of H and T: C → H be a 

nonexpansive mapping. Then, the mapping 𝐼 – T is 

demiclosed on C, where 𝐼 is the identity mapping; that is, xn 

⇀ x in E and (𝐼 – T) xn  y imply that x ϵ C and  (𝐼 – T) x = 

y. 

3. MAIN RESULT 
Now, we prove a weak convergence theorem for a 

nonexpansive mapping and a monotone mapping. 

Theorem 3.1. Let C be a closed convex subset of a real 

Hilbert space H. Let A be a monotone k-Lipschitz continuous 

mapping of C into H and let S be a nonexpansive mapping of 

C into itself such that F (S) ∩ VI(C,A) ≠ ф. Let {xn} be 
sequence generated by x0 = x ϵ C,  

xn+1 = PC(αnxn  + (1 - αn)SPC(xn - λnAxn)),                    (3.1.1) 

for every n = 0,1,2,…….. where {λn} ⊂ [a,b] for some a,b ϵ 

(0, 2α) and {αn} ⊂ [c,d] for some c,d ϵ (0,1). If {αn} and {λn} 

satisfy the following conditions: 

limn→∞ αn = 0, limn→∞ λn = 0, 1
1

n n
n

 






  ,then, the 

sequence {xn} converges weakly to some point z ϵ 

F(S)∩VI(C,A), where, z = limn→∞ PF(S)∩VI(C, A)xn. 

Proof. Let yn = PC(xn- λn Axn) for every n = 0,1,2,3,………… 

Let u ϵ F(S)∩VI(C,A). 

Now, 

║yn - u║2  ≤║ xn- λn Axn - u║2- ║ xn - λn Axn - yn ║
2  

 =  ║xn - u║2 + ║ λnAxn║
2 - 2 λn< xn - u, Axn > -║xn - yn║

2- ║ 

λn Axn║
 + 2 λn< xn - yn, Axn >                                                                                                                   

 =║xn - u║2-║xn - yn║
2 + 2 λn< xn - yn - xn + u, Axn > 

 =║xn - u║2-║xn - yn║
2 + 2 λn< Axn, u - yn > 

 =║xn - u║2-║xn - yn║
2 + 2 λn(< Axn - Au, u - xn > +  < Au, u - 

xn > + < Axn, xn - yn >) 

 ≤║xn - u║2 -║xn - yn║
2 + 2< λnAxn, xn - yn > 

 =║xn - u║2 - ║xn - yn║
2 + 2< xn + λnAxn - yn, xn - yn > + < yn - 

xn,  xn- yn > 

≤║xn - u║2 -║xn - yn║
2 - ║xn - yn║

2 

=║xn - u║2 - 2║xn - yn║
2 

 ≤║xn-u║2   for every n = 0,1,2, …..                                 (1) 

Now, using (1), we obtain, 

║xn+1 - u║2  

= ║PC(αnxn + (1- αn)Syn) - PCSu║2  

≤  ║(αnxn + (1- αn)Syn) - Su║2   

= ║αn( xn – u) + (1- αn)(Syn – Su)║2 

= ║αn( xn – u) + (1- αn)(yn – u)║2 

≤ αn║xn - u║2+(1- αn)║yn - u║2 

≤ αn║xn - u║2 + (1- αn)(║xn - u║2 - 2║xn - yn║
2) 

≤║xn-u║2- 2(1- αn)║xn - yn║
2                                            (2) 

≤ ║xn - u║2 

So, ║xn+1 - u║≤ ║xn - u║ 

So, there exists c = limn→∞ ║xn - u║and hence the sequences 

{xn}, {yn} are bounded. From equation (2), 

2(1- αn) ║xn - yn║
2 ≤ ║xn - u║2 - ║xn+1 - u║2   

Since, limn→∞ ║xn - u║2 = limn→∞ ║xn+1 - u║2
 

So we obtain,  xn - yn → 0. 

Since A is lipschitz continuous, so Axn - Ayn → 0. 

Now,  

║yn – yn-1║ ≤ ║PC(xn – λnAxn) - PC(xn-1 – λn-1Axn-1)║   

≤ ║(xn – λnAxn) - (xn-1 – λn-1Axn-1)║ 

= ║(xn – xn-1) – (λnAxn  – λn-1Axn-1)║ 

= ║(xn – xn-1) – (λnAxn  –  λnAxn-1 + λnAxn-1  - λn-1Axn-1)║ 

≤ ║(xn – xn-1)║ + λn║ Axn  –  Axn-1║ + │λn - λn-1│║ Axn-1║ 

≤  (1 + λnk)║(xn – xn-1)║ + │λn - λn-1│║ Axn-1║ 
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Using the given conditions, we obtain, 

║yn – yn-1║ ≤ ║(xn – xn-1)║.                                              (3) 

Since, 

║xn+1 - xn║ ≤ ║xn+1 - yn║ + ║yn - xn║ → 0 as n → ∞, so (3) 

implies,  

║yn – yn-1║ → 0 as n → ∞.                                               (4)   

Now, using (4) and given conditions: 

║xn - PCSyn║ ≤ ║ xn - PCSyn-1║+ ║ PCSyn-1 - PCSyn║ 

≤ αn-1║xn-1 - Syn-1║+ ║ yn-1 - yn║ → 0 as n → ∞. 

Also, ║yn - PCSyn║ ≤ ║ xn - PCSyn║+ ║yn - xn║ → 0 as n → 

∞.                                                                                  (5) 

As {xn} is bounded, we have that a subsequence { }
inx  of 

{xn} that converges weakly to z. Then, we shall prove that z ϵ 

F(S) ∩ VI(C,A).  

Firstly, we shall show that z ϵ VI(C,A).  

Since  xn - yn → 0, we have, 
iny ⇀ z. Let     

 Tv  = 
,

,
CAv N v if v C

if v C

 



 

 Then T is maximal monotone. Let (v, w) ϵ G(T). Since w - 

Av ϵ NCv and yn ϵ C, so we get 

 < v - yn,  w - Av > ≥ 0. 

On the other hand, from yn = PC(xn-λnAxn), we have that 

< xn - λnAxn - yn, yn - v > ≥ 0 and hence, < v - yn , (yn - xn)/λn + 

Axn > ≥ 0. 

Therefore, we have 

< v - 
in

y  , w > ≥ < v - 
in

y , Av > 

≥ < v - 
in

y  , Av > - < v-
iny ,(

iny -
in

x )/
in

 +A
in

x >  

= < v - 
in

y , Av - A
in

x  - (
in

y -
in

x )/
in

  > 

= < v - 
in

y ,  Av - A
in

y > + < v - 
in

y , A
in

y  - A
in

x > - < v -

in
y , (

in
y - 

in
x )/

in
 > 

≥ < v - 
in

y , A
in

y  - A
in

x >  - < v - 
in

y ,(
in

y - 
in

x )/
in

 >. 

Hence we get, < v - z, w > ≥ 0,    as i→ ∞. 

Since T is maximal monotone, we have z ϵ T-10 and hence z ϵ 

VI(C,A). 

Next we shall show that z ϵ F(PCS).  

Since 
iny ⇀ z and ║yn - PCSyn║ → 0 as n → ∞, so by 

demiclosedness of I – S, we get z ϵ F(PCS). 

By using Lemma 2.1, we obtain z ϵ F(S). 

Let {
jn

x } be another subsequence of {xn}, such that { 
jn

x

}⇀ z’. Then, z’ϵ F(S)∩VI(C,A). Let us show that z = z’. 

Assume that z ≠ z’. From the Opial condition, we have 

limn→∞  ║xn - z║  

= lim𝑖→∞ 𝑖𝑛𝑓║
in

x  -  z║ 

< lim𝑖→∞ 𝑖𝑛𝑓║
in

x - z’║ 

= limn→∞  ║xn - z’║ = lim𝑗→∞ 𝑖𝑛𝑓║
jn

x  - z’║ <  lim𝑗→∞ 𝑖𝑛𝑓║

jn
x - z║= limn→∞  ║xn - z║. 

This is a contradiction. Thus we have z = z’. This implies, 

xn⇀ z ϵ F(S) ∩ VI(C,A).  

Now, put un = PF(S) ∩ VI(C,A)xn. 

We show that z = limn→∞ un. 

From, un = PF(S)∩VI(C,A)xn and z ϵ F(S) ∩ VI(C,A), we have, < z 

- un, un - xn > ≥ 0. 

By lemma 2.2, {un} converges strongly to some z0 ϵ F(S) ∩ 

VI(C,A). 

Then, we have, < z - z0, z0 – z > ≥ 0. 

And hence z = z0. 

Remark. We know that every inverse-strongly-monotone 

mapping is monotone and Lipschitz continuous, but converse 

is not true. So our result is the generalization of Theorem 1.1 

given by Takahashi and Toyoda [12] and Theorem 1.2 given 

by Iiduka and Takahashi [4]. 

4. NUMERICAL EXAMPLE 
Now we prove the validity of our main result with the help of 

a numerical example and a program in C++. 

Example 4.1. Let H = R be a real Hilbert space with usual 

inner product defined on R. Let C = [0, 1] be a closed convex 

subset of H. Let Ax = 

2

1

x

x
 be a monotone, Lipschitz-

continuous mapping of C into H and let Sx = 
2

x
 be a 

nonexpansive mapping of C into itself. Let  {αn} = {λn} = 

1

1n
 be two sequences satisfying the conditions of theorem 

3.1.  

Now using the iterative scheme (3.1.1), we obtain the 

following data given in table 4.1. when initial approximation 

is taken as x0 = 0.1. 
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Table 4.1 

n xn+1 Sxn PC(xn – 𝜆nAxn) 

0 0.1 0.05 0.1 

1 0.045455 0.045455 0.090909 

3 0.022727 0.022727 0.045455 

98 2.868585e-31 2.868585e-31 5.73717e-31 

99 1.434293e-31 1.434293e-31 2.868585e-31 

100 7.171463e-32 7.171463e-32 1.434293e-31 

279 9.359196e-86 9.359196e-86 1.871839e-85 

280 4.679598e-86 4.679598e-86 9.359196e-86 

770 1.463897e-233 1.463897e-233 2.927795e-233 

771 7.319487e-234 7.319487e-234 1.463897e-233 

1071 4.940656e-324 4.940656e-324 9.881313e-324 

1072 0 0 4.940656e-324 

1073 0 0 0 

1074 0 0 0 

 

Thus we see that the sequence {xn} converges to z = 0, which 

is a fixed point of S as well as a solution of variational 

inequality problem. 

5. APPLICATION 
Theorem: Let H be a real Hilbert space. Let A be a monotone 

k-Lipschitz continuous mapping of H into itself and let S be a 

nonexpansive mapping of H into itself such that F (S) ∩ A-10 

≠ ф. Let {xn} be a sequence generated by x0 = x ϵ H and let  

xn+1 = PC(αnxn + (1 - αn)S(xn - λnAxn)), 

for every n = 0,1,2,…….. where {λn} ⊂ [a,b] for some a,b ϵ 

(0, 1/k) and {αn} ⊂ [c,d] for some c,d ϵ (0,1). Then, the 

sequence {xn} converges weakly to some point z ϵ F(S) ∩ A-

10, where, z = limn→∞ PF(S) ∩ A
-1

 0xn. 

Proof.  We have A-10 = VI(H,A) and PH =I. By Theorem 3.1, 

we obtain the desired result. 

Remark. Notice that F(S) ∩ A-10  ⊂ VI(F(S),A). See Yamada 

[13] for the case when A is strongly monotone and Lipschitz 

continuous mapping of H into itself.  
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