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ABSTRACT 
Swarm intelligence systems are made up of a population of 

simple agents interacting locally with each another and with 

their environment. Artificial bee colony (ABC) algorithm, 

particle swarm optimization (PSO), ant colony optimization 

(ACO), differential evolution (DE) etc, are some example of 

swarm intelligence. In this work, an efficient modified version 

of ABC algorithm is proposed, where two additional operator 

crossover and mutation operator is used in the ABC 

algorithm. Here Crossover operator is used after the employed 

bee phase and mutation operator is used after scout bee phase 

of ABC algorithm. Proposed algorithm is applied at standard 

travelling salesman problem (TSP) for checking the efficiency 

of proposed algorithm and also simulated results are 

compared with ABC with uniform mutation algorithm and 

Basic ABC algorithm. The simulated result showed that the 

proposed algorithm is better than all the modified version of 

ABC algorithm. 
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1. INTRODUCTION 
The problem of optimization is the most crucial problem in 

today’s era and a great many work have been done to solve it. 

Previously a lot of work has been done on GA, ABC and 

hybridization of various evolutionary algorithms. There are 

few literatures available which compares their performance 

evaluation and suggests the best technique to be opted for 

specific problems.  

Karaboga proposed the ABC algorithm based on a particular 

intelligent behavior of the honeybee swarms [1, 2, 3]. In this 

work, a particular intelligent behavior of a honey bee swarm, 

foraging behavior, is considered and a new artificial bee 

colony (ABC) algorithm simulating this behavior of real 

honey bees is described for solving multidimensional and 

multimodal optimization problems. A novel hybrid swarm 

intelligent approach is proposed by integrating both ABC and 

GA with introducing two information exchange processes 

between GA population and bee colony [4]. In [5], a crossover 

step is added to the standard PSO. The crossover operation  is 

used for each offsprings for individual best offspring. After 

the crossover, the fitness value of the individual best position 

is compared with that of the two chromosomes, and the best 

offspring is taken as the new individual best position. In paper 

[6, 7], Many studies are available in which PSO and crossover 

operators are applied. Genetic algorithms (GAs) are a family 

of computational models developed by Holland [8, 9, 10], 

which is based on the principles of natural biological 

evolution. 

The organization of the paper is as follows: section 2 gives 

different modified version of Artificial Bee Colony algorithm. 

Section 3 gives travelling salesman problem, Section 4 

explains proposed methodology. Section 5 describes the 

Experimental results and parameter setup for experiments and 

Section 6 concludes the work. 

2. DIFFERENT MODIFIED VERSION 

OF ABC ALGORITHMS 

2.1 ABC Algorithm with Uniform 

Mutation   
In this Work [11], one additional step, i.e. mutation operator, 

is added to standard artificial bee colony algorithm. Mutation 

operator is added after the employed bee phase of ABC 

algorithm. Artificial Bee Colony algorithm has four phases:  

initialization bee phase, employed bees phase, onlooker bees 

phase and scout bees phase. Employed bee phase do the local 

search and mutation after the employed bee phase explore the 

search space and do the searching new area of solution space. 

By using the mutation operator, at the one side, there is a 

probability of changing the temporary best position, and the 

algorithm may not be depend on local solution . On the other 

side, individual can make use of the others’ advantage by 

sharing information mechanism. In this method, the mutation 

step is carried out on the probabilistic way in each food 

searching operation for each iteration during the life cycle of 

ABC optimization technique. Selection of food source is done 

in a random manner. Food Source is selected randomly from 

the food size and mutation operation is performed. In 

mutation, generated offspring’s replaces the older offspring’s. 

in this work, uniform mutation is used. When performing 

mutation, we randomly select one food source and replace its 

one of the dimension value by random number generated in 

between lower and upper bound value of the food source. 

2.2 Artificial Bee Colony Algorithm  
In the Artificial Bee Colony algorithm, there are three 

different phases of Artificial Bee Colony algorithm: employed 

bee, onlooker bee and scout bee phase. The natural behavior 

of  bee waiting on the dance area for taking decision to choose 

a food source, is called an onlooker bee phase of ABC 

algorithm and a bee going to the food source moved by itself 

previously is named an employed bee phase of ABC 

algorithm. A bee having the randomized search is known as a 

scout bee phase. In the Artificial Bee Colony algorithm, first 

half of the bee colony contain of employed artificial bees and 

the second half contain the onlooker bee. For every food 

source, there is only single employed bee. In other words, the 

numbers of employed bees are same as the number of food 

sources surrounded the hive. The employed bee whose food 

source is randomized by the employed and onlooker bees 

becomes a scout bee. Followings are the main steps of the 

algorithm:  
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Step 1: Initialize. 

Step 2:  REPEAT 

a) Place employed bees on the food sources in the   

memory; 

b) Place onlooker bees on the food sources in the 

memory; 

c) Send scouts to the search area for discovering new 

food sources. 

Step 3:  UNTIL (Requirements are met). 

3. TRAVELLING SALESMAN 

PROBLEM 
The Traveling Salesman Problem (TSP) is one of the 

optimization problem which have been widely used 

extensively by computer scientists and mathematicians.  

Travelling Salesman Problem is an example of combinatorial 

optimization problem, known to be the NP-complete problem. 

It naturally arises as a sub-problem in various application 

areas such as network communication, manufacturing and  

transportation  [13]. Formally, the TSP may be defined as 

follows [14], it is a permutation problem with the objective of 

finding the path of the minimum length (or the minimum cost) 

on an undirected graph that represents cities or nodes to be 

visited. The traveling salesman starts from one node or city, 

visits all other nodes successively only one time each node, 

and finally returns to the starting node. That is, given n cities 

(c1, c2... cn ) and permutations (σ1... σn ).The objective is to 

choose σi such that the sum of all Euclidean distances between 

each node and its successor is minimized. Successor of the 

last node in the permutation is the first one node. Euclidean 

distance d, between any two nodes with coordinate (x1, y1) of 

one node and (x2, y2) of second node is calculated by 

           d      =           (𝑥1− 𝑥2)2 +  (𝑦1− 𝑦2)2          

Generally,  the  Travelling Salesman Problem  states  that  for  

one  salesman  who wants  to  visit  n  different  cities,  his  

objective would  be  to find the proper sequence of tour that 

minimizes the cost of travel by visiting  each  city or node  

exactly  once  and  finally  rests  to  the starting node. 

Travelling Salesman Problem is so easy to describe and so 

difficult to solve. 

4. PROPOSED METHODOLOGY 
In this proposed method, two additional steps are added to 

standard Artificial Bee Colony Optimization is of crossover 

and mutation operator. The first step of the ABC algorithm is 

to generate the population. Initial populations generated by 

ABC are used by employed bees. After this phase, crossover 

operators are applied. If crossover criteria or probability 

satisfies than two  parents are selected randomly to perform 

crossover operation on them. New offsprings are generated 

after crossover operation. With best generated offspring, 

replace the worst offspring parent is done if it is better than 

the worst parent in terms of their fitness value.  Here 

crossover operator is applied upon two randomized selected 

parents from the current population. Two offspring generated 

from crossover and replaced worst parent by best offspring, 

other parent remains same. Now mutation operator is applied 

after the scout bee phase of ABC algorithm. By using the 

mutation operator, on the one side, there is a chance of 

changing the local best position, and the algorithm may not be 

depend on local solution. On the other side, particle can make 

use of the others’ advantage by sharing information 

mechanism. In this proposed method, the mutation step is 

carried out on the probabilistic way in each food searching 

operation for each iteration during the life cycle of ABC 

optimization algorithm. Selection of food source is done in a 

randomized manner. Food Source is selected randomly from 

the food size and mutation is performed. In mutation, 

generated offspring’s replaces the older offspring’s. mutation 

operator used in this work is uniform mutation. When 

performing mutation, we randomly select one food source and 

replace its one of the dimension value by random number 

generated in between lower and upper bound value of the food 

source. Proposed algorithm is discussed below - 

Algorithm 1: ABC with Crossover and Mutation Operator 

Step 1 : [Initialsation Phase]  

    for i=0 to the max no. of  food source  do 

 for d=0 to the  dimension size do 

 Randomly initialize the food source positions Xij  

             end for d    

        Compute the fitness value of each food source 

     end for i 

Repeat 

Step 2 : [Employed Bee Phase] 

    for i=0 to max no of the employed bee do 

 for d= 0 to dimension do  

produce the new candidate solution  

 end for d 

 Compute the fitness value of individual  

if  the fitness value of new candidate solution is 

better than the existing solution replace the older 

solution.  

   end for i 

   for i = 0 to the max no. of food source  do  

Calculate the probability for each food source. 

   end for i 

Step 3 : [Crossover phase]  

      If crossover criteria satisfies  

           For i=0 to the maximum no. of food source  

Select any two random individuals from the current    

population for the crossover operation.  

 .            Apply crossover operation  

New offspring generated from parents as a result of 

crossover operation. Replace the worst parent with 

the best new offspring if it is better.  

          End of i  

Step 4 : [Onlooker Bee Phase] 

   for i=0 to the max no of onlooker bee do 

 on the basis of probability Pi, choose food source 

 for d= 0 to dimension do 

produce the new candidate solution for 

food source position Xij  
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 end for d 

compute  the fitness value of individual food source 

if the fitness value of new candidate solution is 

better than the existing solution replace the older 

solution.  

   end for i  

Step 5: [Scout Bee Phase] 

   If any food source exhausted than  

   replace it by the new random position generated by scout 

bee. 

 

Step 6: [Mutation Phase] 

If mutation criteria is met then 

Select random particle from current population 

for mutation operator.  

Apply mutation operation to generate new 

individuals  new offspring generated from 

the result of mutation. 

               New set of sequence is produced for offspring 

               Compute cost for that offspring  

   Compute the fitness value of updated individual 

    Memorize best food source so far  

Until (Stopping criteria met). 

5. EXPERIMENTAL RESULTS AND 

PARAMETER SETUP 
The   first control Parameter is Maximum cycle number and 

the value of this parameter we have taken in our experiment 

as 2500. The next parameter in our experiment is maximum 

number of food source and we have taken its value to be 30. 

Another control parameter is number of runs and we have 

taken its value in our experiment as 30. It must be noted that 

each run contains max. cycle number, which is taken as 2500 

in our experiment. The fourth control parameter is Dimension, 

whose value taken as 30. Next control parameter for mutation 

operator is Probability. Therefore we need to find the value of 

this parameter also. value of  the mutation probability is 0.2 

taken here.  

For solving Travelling salesman problem by using proposed 

algorithm , we have taken the result for 500,1000 and 1500 

MCN value respectively and the colony size equals to the 

population size, i.e. 20. The percentage of onlooker bees was 

50% of the colony, the employed bees were 50% of the 

colony and the number of scout bees was selected as one. The 

dimension of each individual is taken as 10, 20, and 30 

respectively. Each of the experiments was repeated 30 times 

with different random seeds. For ABC, ABC with uniform 

mutation and proposed ABC algorithm, mean cost function 

value of TSP were calculated and compared. Experimental 

results on different dimensions are shown in table 1, table 2 

and table 3 and graphical representation shown in figure 1, 

figure 2 and figure 3 respectively: 

 

 

 

 

Table 1 Comparison results For Dimension D=10 

Algorithm 

Max 

Cycle 

500 

Max 

Cycle 

1000 

Max 

Cycle 

1500 

ABC 60.67 58.73 57.93 

ABC with Uniform 

Mutation 
58.50 57.62 56.11 

Proposed ABC 56.45 56.12 55.28 

 

 

Fig 1 Comparative results at different MCN for D=10   

Table 2 Comparison results For Dimension D=20 

Algorithm 

Max 

Cycle 

500 

Max 

Cycle 

1000 

Max 

Cycle 

1500 

ABC 150.20 141.0 135.20 

ABC with Uniform 

Mutation 
148.42 140.11 133.66 

Proposed ABC 147.19 138.24 132.41 

 

Fig 2 Comparative results at different MCN for D=10   
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Table 3 Comparison results For Dimension D=30 

Algorithm 

Max 

Cycle 

500 

Max 

Cycle 

1000 

Max 

Cycle 

1500 

ABC 208.76 196.60 191.50 

ABC with Uniform 

Mutation 
206.49 195.12 189.35 

Proposed ABC 204.36 194.90 188.20 

 

Fig 3 Comparative results at different MCN for D=30   

6. CONCLUSION 
In this paper, real coded crossover and mutation operator is 

applied after the employed bee phase and scout bee phase of 

ABC algorithm. With the use of crossover operator, new 

offsprings are generated from initial population and replace 

the worst parent with best offspring and with mutation 

operator, randomly select one food source and replace its one 

of the dimension value by random number generated in 

between lower and upper bound value of the food source. The 

experiments are performed on Travelling Salesman Problem 

and obtained results are compared with simple ABC algorithm 

and ABC with Mutation Algorithm. As future work to apply 

proposed algorithm to other problems for checking the 

efficiency. 
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