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ABSTRACT 
Wireless Sensor Networks (WSN) usually contains thousands 

or hundreds of sensors which are randomly deployed. Sensors 

are powered by battery, which is an important issue in sensor 

networks, since routing consumes a lot of energy. Such nodes 

are deployed in thousands to form a network with capacity to 

report to a data collection sink (base station). An efficient 

routing scheme in sensor network is also important. 

Networking unattended sensor nodes are expected to have 

significant impact on the efficiency of many military and civil 

applications such as combat field surveillance, security and 

disaster management. Genetic algorithm (GA) based data 

aggregation trees are used where the sensors receive data from 

neighboring nodes, aggregate the incoming data packets, and 

forward the aggregated data to a suitable neighbor. GA is used 

to create energy efficient data aggregation trees. In this work, 

the amount of data sent to sink is reduced using association rule 

mining and in turn to further reduce the energy consumption of 

the network; optimal routes are chosen to transmit data to the 

sink based on energy consumption. The proposed method is 

able to discover the association rules to make predictive 

analysis on node failure, asymmetric links. The rules found 

form the basis for coding solutions in the proposed genetic 

algorithm. GA is applied to generate balanced and energy 

efficient data aggregation spanning trees for wireless sensor 

networks. E-Span, which is an energy-aware spanning tree 

algorithm and Lifetime-Preserving Tree (LPT) are used to 

create data aggregation trees. The proposed GA extends 

network lifetime. 

Keywords 
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data aggregation Trees, Association Rules  

1. INTRODUCTION  
The challenge of improving sensor energy consumption is a key 

issue in wireless sensor networks (WSNs). This is due to the 

fact that sensor network lifetime is directly related to 

operational lifetime. If sensors can operate for longer periods of 

time and the frequency of node failures can be reduced, the 

reliability and adaptability of the sensor network will 

consequently improve. Data transmission is very costly in terms 

of energy. Sensor which collect data hand them over to the sink 

which is followed by offline data analyses to extract patterns. 

The existence of a large communication overhead affects sensor 

network performance negatively. This large overhead becomes 

a hurdle for the deployment of long term large scale sensor 

networks. Association mining is used to discover frequent 

patterns in the data. As the association   

 

 

 

mining is applied in-network, Patterns and not the raw data 

streams are forwarded to the sink when association mining is 

applied to the network which thereby reduces communication 

overhead significantly. 

Sensor nodes that are used to form a sensor network are 

normally operated by a small battery which has small amount 

of energy. Therefore, in wireless sensor networks reducing 

energy consumption of each sensor node is one of the 

prominent issues to address in the network lifetime, since 

wireless communications consume significant amount of 

battery power, sensor nodes should be energy efficient in 

transmitting data. Protocols can reduce transmitted power in 

two ways. First where nodes can emit to short distances such as 

data sinks or cluster nodes. The cluster node can then send the 

data over a larger distance preserving the power of the smaller 

nodes. The second is by reducing the number of bits (amount of 

data) sent across the wireless network.  

In this work, the amount of data sent to sink is decreased using 

association rule mining and to further reduce the energy 

consumption of the network, optimal routes are chosen to 

transmit data to the sink based on energy consumption.  

A genetic algorithm (GA) is implemented to generate balanced 

and energy efficient data aggregation spanning trees for 

wireless sensor networks. In a data gathering round, a single 

best tree consumes lowest energy from all nodes but assigns 

more load to some sensors. As a result, the energy resources of 

heavily loaded nodes will be depleted earlier than others. The 

proposed GA extends network lifetime. 

2. MATERIAL AND METHODS 

2.1 Dataset 
To evaluate the proposed methods, the intel lab sensor dataset 

is used [5]. This dataset contains data collected from 54 sensors 

installed in the Intel Berkeley Research lab. The sensors 

installed were Mica2Dot sensors with weather boards. The data 

collected were timestamped. The data collected consists of 

topology information, humidity, temperature, light and voltage 

value. The data was collected once every 31 seconds. The 

dataset includes a log of about 2.3 million readings from the 

sensors. The data is represented as shown in Fig 1. 
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Fig 1: The data captured in the sink 

 
In this paper thirty minutes of data collected between first 

march 2004, 9:00 AM to first March 2004, 9:30AM consisting 

of over 9000 data messages received in the sink was studied to 

find the association between the sensor motes  

2.2 Association Rules 
Association rules are if/then statements that uncover 

relationships between apparently unrelated data in a relational 

database/information repository. An example would be "If a 

customer purchases a dozen eggs, he is also 80% likely to buy 

milk." An association rule contains two parts, an antecedent (if) 

and consequent (then). An antecedent is an item within the data 

and a consequent is that is found in combination with an 

antecedent [6]. 

Association rules are created by data analysis for regular if/then 

patterns and use criteria support and confidence to identify 

important relationships. Support indicates how frequently the 

item appears in a database whereas Confidence indicates the 

number of times if/then statements were seen to be true. 

Association rules extracts interesting correlations, frequent 

patterns, associations or casual structures among item sets in 

transaction databases or data repositories [7]. Association rules 

are used in varied areas including telecommunication networks, 

market and risk management, inventory control etc. Association 

rule mining is to locate association rules which satisfy 

predefined minimum support and confidence from a database. 

Numbers of algorithms are proposed for discovering 

association rules in literature [8, 9]. 

2.3 Rule Extraction 
The user defines maxscope which is the upper limits of distance 

in which an event occurs and maxhistory which is a time frame. 

The sensors collect event notifications occurring within 

maxscope and keep a history with size maxhistory of these 

events. Association mining rule is applied on the data collected 

to discover patterns. Every node mines patterns in the following 

form: 

 

 
 

 

where event E occurs at node n with support S and confidence 

C given that antecedents 
iA holds true. Antecedents for a 

dataset D, set of transaction, are in the form of  

 , , ,i i i i iI E D T N  

Every node sends a subset of discovered patterns to the sink, 

thus, reducing the communication overhead.  

2.4 Genetic Algorithms for Mining 

Association Rules 
Genetic Algorithms are chaotic and non-determinist search 

methods, which use real life models to solve complex and at 

times intractable problems [20]. It functionality is based on the 

Darwin’s theory of biological evolution through natural and 

sexual selection. In fact, these feasible solutions are 

chromosomes. The reasonable solutions are selected after the 

population is studied in each iteration under genetic operators. 

But there are some problems of the genetic algorithm, such as 

the slow convergence rate, premature convergence and 

occasionally local optimal solution.  

The value of evaluating the path is taken as the fitness value in 

GA, which contains all constraint conditions in searching 

optimum path. The factor such as path length, energy 

consumption and the network energy equilibrium should be 

considered for feasible path fitness value. The feasible path 

fitness function of n nodes is defined as follows: 

 

       d e lf X w d X w e X w l X    

 wd,we and wl are respectively length, energy consumption and 

the network energy equilibrium. d(X) is the path length, e(X) is 

energy consumption of path(20), l(X) is consumption of 

network energy equilibrium, the total length of path is as 

follows: 

    
1

2
1

1

,

n

i i

i

d X d m m







          

 1,i id m m  is the distance between the node mi and mi+1. 

Network energy equilibrium consumption is as follows: A 

chromosome shows a path of transmitting data, which is 

divided into feasible path and unfeasible path. Different 

chromosome consists of different sensor node sequence, so the 

length of chromosome is variable and it can be showed by two-

dimensional array or chain structure. 
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Selection, crossover and mutation 
According to the practice need of WSN path optimization, the 

three operators were used. And the fitness value of the optimum 

path is less than the second one. At first, the number of best 

individuals is retained before crossover. They chose best 

individual transitioned directly to offspring group and the 

selection on proportion method with other individual. Two 

individuals (paths) p1, p2 are chosen at random from the group 

to exchange the path in the path p1, p2 from the start node to 

target node. Pm is mutation probability; one individual (path) 

Pi is chosen to generate a probability of random p. 

3 . RESULTS 
The proposed GA is simulated for performance evaluation. The 

associations are identified using the proposed genetic 

association rule mining. Table 3.1 shows the associations 

found.  
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                        Table 3.1 Association identified using Fuzzy-Genetic 

Association Rule Mining 

 

m3  

 

m6  ==>  m2  

m4   ==>  m3  

m2  m4  ==>  m3  m6  

m2  m11  ==>  m9   

m4  m6  ==>  m2  m3  

m6  m9  ==>  m16   

m8  m9  ==>  m1  m11  

m8  m11  ==>  m1  m9  

m10  m11  ==>  m7   

m2  m6  ==>  m3   

 

The proposed method is able to discover the associations to 

make predictive analysis such as node failure, asymmetric 

links. The rules found forms the basis for coding solutions in 

the proposed Genetic Algorithm. Intel lab sensor dataset is used 

for evaluating the proposed GA. The genetic parameters are 

given in Table 3.2. 

 

Table 3.2 Genetic Algorithm Parameters 

 
GA Population 500 

Selection Rule Roulette wheel 

Cross over probability 0.6 

Mutation Probability 0.004 

Fitness Function As defined 

NGmin 10 

NGmax 60 

 

The schedule of data aggregation tree is created at the base 

station using E-Span and LPT algorithm. Two sets of 

experiments are conducted. The simulation parameters for the 

sensor network are as follows: a) network deployment areas are 

50×50 and 100m×100m, b) initial energy of each sensor node is 

1 Joule, c) sensor nodes are randomly deployed in the given 

area, d) each tree is used for 10 rounds, e) each experiment is 

conducted for 3 simulation scenarios and the average is used for 

documentation, f)base station is located at the center of the 

sensor network, g) MAC layer, 802.11, is used in simulation. 

Table 3.3 gives the simulation parameters. 

For performance evaluation, the proposed GA is compared only 

with energy efficient data aggregation spanning tree-based 

approaches such as Power Efficient Data gathering and 

Aggregation Protocol- Power Aware (PEDAPPA) and E-Span. 

Although EESR dynamically adjusts frequencies of trees usage, 

in this thesis, the frequencies of trees usage is constant for all 

the trees, as given in PEDAPPA.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3.3 Simulation Parameters 

 

In other words, the algorithms are evaluated based on the 

creation of energy efficient data aggregation trees only. The 

optimal frequency of usage of each tree could be a separate 

topic of research and can be applied independently on any 

algorithm. Table 3.4 shows the simulation results for 

PEDAPPA, E-Span and GA algorithm for dense network field. 

The results show that GA is better than PEDAPPA and E-Span 

algorithms for most of the cases.  

 
Table 3.4 Network lifetime for Dense network 50m×50m 

 

Nodes Proposed 

GA with 

ARM 

PEDAPPA E-Span 

25 521 497 499 

50 451 432 428 

75 405 387 388 

 

 
 

Fig 3.1 Network lifetime for Dense network 50m×50m 

  

Table 3.5 shows the simulation results for PEDAPPA, E-Span 

and GA algorithm for sparse network field. It is perceived from 

Figure 6.5 that the proposed GA with ARM increases the 

network lifetime by 4.42% when compared with PEDAP-PA 

and 4.5% when compared with E-Span. The results show that 

GA is better than PEDAPPA and E-Span algorithms for most 

of the cases. 

 

 

 

 

 

 

 

Parameter Remarks 

Network Area  50×50 m2 and 100×100m2 

Number of nodes  25, 50 and 75 

Base station 

location  

 

a) at the center of network field, 

and b) outside network field at the 

distance of 100 m. 

data packet length  

 

It is assumed that each sensor 

generates fixed 

length data packet of size 1000 

bits. 

Initial Energy  Each sensor is initialized with 1 J 
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Table 3.5 Network lifetime for sparse network 100m×100m 

 

Nodes 

Proposed 

GA with 

ARM 

PEDAPPA 
E-

Span 

25 481 451 445 

50 416 375 378 

75 386 354 352 

 

 
 

Fig 3.2 Network lifetime for sparse network 100m×100m 

 

It is perceived from Fig 3.2 that the proposed GA with ARM 

increases the network lifetime of sparse network by 8.13% 

when compared with PEDAPPA and 8.48% when compared 

with E-Span. The proposed method is more effective in sparse 

networks. 

4. CONCLUSION 
GA is used to create energy efficient data aggregation trees. In 

this study, the amount of data sent to sink is reduced using 

association rule mining and to further reduce the energy 

consumption of the network, optimal routes are chosen to 

transmit data to the sink based on energy consumption. The 

proposed method is able to discover the associations to make 

predictive analysis such as node failure, asymmetric links. The 

rules found forms the basis for coding solutions in the proposed 

Genetic Algorithm. Intel lab sensor dataset is used for 

evaluating the proposed GA. GA is implemented to generate 

balanced and energy efficient data aggregation spanning trees 

for wireless sensor networks. E-Span and LPT are used to 

create data aggregation trees. In a data gathering round, a single 

best tree consumes lowest energy from all nodes but assigns 

more load to some sensors. As a result, the energy resources of 

heavily loaded nodes will be depleted earlier than others. The 

proposed GA extends network lifetime. 
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