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ABSTRACT 

Clusters of computers have emerged as mainstream parallel 

and distributed platforms for high performance, high 

throughput, and high availability computing. To enable 

effective load balancing in distributed systems, numerous 

schedulers have been designed. Migration of the job from an 

overloaded node to the idle node, involves matching the 

possessions of the idle computer with the job requirements. 

Both code and data are to be transferred to the idle node from 

overloaded node. The job is executed at the idle node. The 

results are transferred back to the host node. These consume a 

lot of bandwidth, processor time, and memory. A good 

selection of job results in less execution time, efficient usage 

of resources and overall increase in the throughput of the 

system with the minimum cost. The selection of the job and its 

subsequent execution is an interesting area of research. The 

proposed criteria based method assigns a weight for each 

criterion of each job of several predefined criteria. Then the 

total weights of all the jobs are found out. The job with the 

highest weight will be considered for submission.  

Key words 
Distributed system, load balance, Idle, overloaded, criteria, 

weight,  

1. INTRODUCTION  
When jobs are submitted for execution in a parallel system, 

they are typically first organized in a job queue. From there, 

they are selected for execution by the scheduler. Early 

scheduling strategies for distributed systems just used a space-

sharing approach, wherein jobs can run side by side on 

different nodes of the machine at the same time, but each node 

is exclusively assigned to a job. When there are not enough 

nodes, the jobs in the queue simply wait. Space sharing in 

isolation can result in poor utilization, as nodes remain empty 

despite a queue of waiting jobs. Furthermore, the wait and 

response times for jobs with an exclusively space-sharing 

strategy are relatively high.  

Many applications running on grids take large amount of input 

data and perform complex computation to produce useful 

information. Grid systems are often built across wide area 

network. They often consist of many nodes, distributed 

geographically. The cost to transfer input data thus plays an 

important role on the overall efficiency of the application. Due 

to the heterogeneous nature of the wide area network, the 

computing sites in grid system often differ from each other on 

their computing and communication capabilities. After finding 

an idle node, a job has to be selected from the queue of over 

loaded computers in the network. This selected job has to be 

migrated and processed at the idle system.  

When jobs are submitted for execution in a parallel system, 

they are typically first organized in a job queue. From there, 

they are selected for execution by the scheduler. Once the idle 

computer is identified, it is the function of the scheduler to 

allocate a best suitable job from the ready queue of the 

overloaded computer and submit it to the idle computer. As the 

distributed system is heterogeneous, the idle system’s 

resources and features should meet the requirements of the 

selected job from overload om ed node. 

The whole concept is pictorially shown in Figure 1. Each 

computer has a job queue. On every node, a system task 

regularly computes the workload on the node and stores the 

information in appropriate data structures. This task runs as a 

periodic system task. The scheduler will collect information 

from all these system tasks and take a decision as to which job 

from which overloaded computer would be mapped to suitable 

available idle node. As the distributed system is 

heterogeneous, the idle system’s resources and features should 

meet the requirements of the job at overloaded computer.  

                  Ready queue                    Overloaded nodes                                              

Idle nodes 
 

 

 

 

 

 

 

 

 

 
Fig 1. Job scheduling in distributed system 

 

2. PROPOSED CRITERIA BASED 

METHOD 
This work is based on the assumption that, in the distributed 

system, the idle node and an overloaded node are already 

identified for load balancing. First, idle computer’s 

specifications are matched with that of overloaded node’s 

specifications with reference to different attributes, example, 

operating system, speed, and the resources required etc. 

Alternately, the job requirements can be checked with the 

specification of the idle computer. There is a tradeoff between 

these two schemes. If it is desired to reduce the processing 

time for selection, then latter match becomes more demanding 

in terms of computations. All the jobs in the queue need to be 

checked. However, such a check becomes a foolproof 

approach for determination of the job to be selected. Next 

question is who has to do this matching and checking process. 

Overloaded node is already busy with the jobs. Hence, it is 

proposed the idle node to perform this matching and checking 

process. The overhead required for this selection may be very 
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nominal. The following section shows how the weights are 

assigned for each job and the winning factor is calculated 

based on which the scheduling is accomplished. 

2.1. Job selection criteria 
Consider the jobs at the ready queue of the overloaded node. 

Each job is given a weight for its value of each criterion 

considered, as demonstrated in the following tables.  The table 

in each criterion discussion shows, how the jobs are assigned 

weights corresponding to their criterion values. The tables are 

discussed for an example of a system with 10 jobs J1 to J10. 

 First criterion considered is the real-time or nonreal-

time job.  

Real-time jobs are assigned a weight of one and nonreal-time 

jobs are assigned weight of zero. 

Real-time jobs should be given highest importance which 

needs to be scheduled at the earliest possible. Hence, assign 

the real-time job indicated by R a highest weight of one and 

nonreal-time job indicated by N a weight of zero. A sample of 

10 jobs with different status of real time processing and the 

corresponding weights assigned is shown in Table 1. 

Table 1: Weight assignment for real time processes 

Job  J1 J2 J3 J4 J5 J6 J7 J8 J9 J10 

Real-time or Non 

real-time 

R R N N R N N R R N 

Weight assigned 1 1 0 0 1 0 0 1 1 0 

 

 Waiting time the process has spent already. 

More the waiting time the process has spent, Higher is the 

weight assigned.   

This is to ensure that the processes, which have been waiting 

for a long time at the overloaded node, are to be processed at 

the earliest. Hence, to enable the job to be submitted at the idle 

node earliest possible, a higher weight close to one is assigned. 

If the job has arrived just then, then it can afford to wait for 

some time more. Hence, to delay its submission at the idle 

node, a lower weight towards zero is assigned. Hence, the 

weight is assumed to be continuous in the range of zero to one. 

A sample of 10 jobs with different values for time spent in 

waiting and the corresponding weights assigned is shown in 

Table 2. 

Table 2: Weight assignment for waiting time 
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 Number of resources the job requires further to 

complete its execution 

More the number of resources the job requires, lesser is the 

weight assigned.  

As we are looking for job to be migrated to achieve load 

balancing, lesser the message length and information to be 

transferred better is the performance. Therefore, more the 

resources, especially logical resources, larger will be message 

and the information to be transferred along with the code. To 

acquire the ownership of all the remote or local resources also 

takes time. Instead, if the submission is delayed, there are 

chances of it being executed locally once the host node 

becomes moderately loaded. In addition, if the job is scheduled 

and all those resources are allotted to this job, then many other 

jobs requiring those resources would be delayed. This 

decreases the overall throughput of the system. Hence, to delay 

the submission, the weight is set to a lower value towards zero.  

However, if the number of resources is less, then it is easier for 

the remote idle processor to acquire the ownership of the 

minimum number of resources. Hence, to enable such 

processes to be migrated and submitted at the idle node at the 

earliest possible, the weight is set to a higher value towards 

one. Hence, the weight is assumed to be continuous in the 

range of zero and one. A sample of 10 jobs with different 

resources requirement for processing the jobs and the 

corresponding weights assigned is shown in Table 3.  

 

Table 3: Weight assignment for resources requirement 

Job  
J1 J2 J3 J4 J5 J6 J7 J8 J9 J10 
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 Number of resources  already the process has 

More the number of resources the process has,   higher is the 

weight assigned. 

Here resources imply both physical and logical resources. If a 

process has already acquired a number of resources, may be 

after a waiting period, then it is not fair to make other 

processes to keep waiting for those resources. Hence, to 

enable it to be readily submitted at the idle computer, the 

weight is set to a higher value towards one. On the contrary, if 

the job is a newly arrived and has not acquired any resources, 

then it will not cause much problems if kept waiting. 

Therefore, to suggest that it can afford to wait for some more 

time, the weight is set to a lesser value towards zero. Hence, 

the weight is assumed to be continuous in the range of zero 

and one. A sample of 10 jobs with various resources 

possessions and the corresponding weights assigned is shown 

in Table 4. 
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Table 4: Weight assignment for resources possession 

 

 Processor time already consumed by the process 

More the processor time consumed,   higher the weight 

assigned. 

This is with the expectation that the process which has already 

consumed majority of its required processor time, given 

another short span of processor time, processor will complete 

the execution of the job and release the resources acquired to 

the resources’ pool. Hence, the process that has consumed 

more processor time will have to be completed earlier. 

Therefore, assign a higher weight towards one.  On the 

contrary, lesser the processor time already consumed, it can 

afford a delay in submission. Hence, assign a lesser weight 

towards zero. Hence, the weight is assumed to be continuous 

in the range of zero and one. A sample of 10 jobs with 

different status of processor time spent and the corresponding 

weights assigned is shown in Table 5. 

Table 5: Weight assignment for processor time spent 

Job J1 J2 J3 J4 J5 J6 J7 J8 J9 J10 
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time the  
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spent 

(sec) 
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 Estimated processor time required to complete the 

execution of the process. 

More the processor time required to complete its execution, 

lesser is the weight assigned. 

If the process requires comparatively more processor time to 

complete its execution and if scheduled at a remote idle 

computer, then it causes many problems. Some of them to 

mention, until the process is completed the other processes 

should wait for a long time, which decreases overall 

throughput of the system. If it takes a longer processor time at 

the remote idle machine, then a local job arriving at the idle 

machine will have to wait until its completion, which violates 

the requirement of giving higher priority to the local jobs. 

Another problem, if the process takes a longer execution time, 

then usually it implies the job is very big. Transferring such a 

huge job from the overloaded node to the idle node induces a 

huge overhead and propagation delay. Hence, scheduling such 

jobs at the idle nodes should be postponed as later as possible. 

Therefore, assign a lower weight towards zero. On the 

contrary, those jobs requiring lesser time to complete their 

execution can be transferred at a relatively lower cost. Hence, 

they can be scheduled immediately. Therefore, they are 

assigned relatively higher weights towards one. Hence, the 

weight is assumed to be continuous in the range of zero and 

one. A sample of 10 jobs with different status of processor 

time required to complete the execution and the corresponding 

weights assigned is shown in Table 6. 

Table 6: Weight assignment for processor time required 

Job  J1 J2 J3 J4 J5 J6 J7 J8 J9 J10 
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(seconds)  
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 Number of children or dependent jobs 

More the number of dependent jobs,   higher the weight 

assigned.  

If a process has many children or dependent processes, 

delaying that job leads to automatic delaying of all those 

dependent processes. To avoid that, such jobs should be 

submitted at the earliest. Therefore, those jobs are assigned a 

higher weight towards one. Jobs with lesser number of 

children or dependent jobs can afford the delay with 

comparatively lesser cost. Accordingly, they are assigned 

relatively lower weight towards zero. Hence, the weight is 

assumed to be continuous in the range of zero and one. A 

sample of 10 jobs with different values of number of 

dependent jobs and the corresponding weights assigned is 

shown in Table 7. 

Table 7: Weight assignment for dependent jobs 

Job  J1 J2 J3 J4 J5 J6 J7 J8 J9 J10 
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 Priority of the job 

Higher the priority of the job,   higher the weight assigned. 

Priorities can be set based on various parameters. Higher the 

priority of the job, earlier it should be executed. Hence, higher 

weight is assigned with value towards one. Lower the priority, 

longer it can afford to wait.  Accordingly, they are assigned a 

lower weight with value towards zero. Hence, the weight is 

assumed to be continuous in the range of zero and one. A 

sample of 10 jobs with different priorities and the 

corresponding weights assigned is shown in Table 8. 
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Table 8: Weight assignment for jobs’ priority 

Job  J1 J2 J3 J4 J5 J6 J7 J8 J9 J10 

Priority 

of the 
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 Size of the job 

Larger the job, lesser the weight assigned.  

Transferring a huge job from the overloaded node to the idle 

node induces overhead of routing, error checking and 

retransmissions, packeting and assembling and the propagation 

delay. Hence scheduling such jobs at the idle nodes should be 

postponed as later as possible. Accordingly, assign a lower 

weight towards zero.  On the contrary, those smaller jobs can 

be transferred at a relatively lower cost. Hence, they can be 

scheduled immediately. Therefore, such jobs are assigned 

relatively higher weights towards one. Hence, the weight is 

assumed to be continuous in the range of zero and one. A 

sample of 10 jobs of various sizes and the corresponding 

weights assigned is shown in Table 9. 

Table 9: Weight assignment for size of the jobs 

 

Having set the weights for all jobs at the overloaded computer, 

considering all the criteria, the winner factor, ‘µ’ is calculated 

as, 

m-1 

µi = ∑Wij                    where i is the process-id and j is the  

          j=0              criterion 

 

That is, µi is the total weight assigned to process i,  

for all criteria j = 0 to m-1. 

 

The procedure is repeated for all n jobs in the queue of the 

considered overloaded computer. Now the jobs are scheduled 

by selecting a job with the highest weight. The job p will be 

scheduled before job q, if and only if µp > µq for all p and q. If 

there are two or more jobs with the same weights, then the 

resources needed for each job and the available resources is 

considered. One job, which can be given all the required 

resources at that instant, so that waiting time of that job (in 

turn of all other jobs) will be reduced, can be selected. As can 

be expected, this increases the throughput of the system. 

 

For all the criteria of each job, weight is set in the range of 

zero and one, proportionate to value of the criterion. The 

scheduler, after collecting the information about all the jobs at 

the overloaded computer, finds the largest of all the values for 

a criterion. It then sets the weight to highest as normalized one. 

Similarly, the smallest of all the values for a criterion will be 

set to the least normalized value as zero. The remaining values 

are assigned proportionately ranging between zero and one. 

2.2 Implementation 
Distributed system is known to be highly dynamic.  Hence, the 

algorithm is implemented on a heterogeneous environment.  

The heterogeneous environment is created by making both 

jobs and nodes highly dynamically heterogeneous. The 

attributes such as, operating system, number of resources 

required, number of resources the processor already has, the 

processor time required to complete the execution etc. are 

randomly generated. There are 25 nodes and 150 jobs 

submitted. The nodes are set to various configurations 

randomly. The jobs are assigned different values for all the 

criteria considered in the proposed method. The Table 10 

shows the values of all those criteria and the corresponding 

normalized weight assigned to that criteria in the next column. 

The last column gives the winner factor based on which the 

scheduling takes place.  The first and the third columns give 

the source and the destination machine ids.  The different 

values for source and destination ids imply the job being 

migrated and executed remotely, showing an attempt of load 

balancing.  The same values for source and destination ids 

imply local execution. 

Figure 2 shows the status of execution as time elapses. It is 

captured for a span of first 47 timestamps. Each timestamp 

indicates one simulation time. It can be seen that in the 

beginning the number of idle machines goes on getting 

reduced. To be precise, until timestamp 9, the number of idle 

machines decreases demonstrating load-balancing activity 

taking place. After some time, the number of idle machines is 

increased. This is because, the overloaded machines have 

become moderately loaded. The case may also be that the jobs 

from overloaded machines, which can be executed at any idle 

machine, are exhausted. That is, the remaining jobs require the 

host machines only for many reasons. Hence, gradually remote 

execution reaches almost zero.  

 

 

Fig 2 Execution statuses of idle and overloaded nodes 
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Fig 3 Performance of with and without the proposed 

algorithm 

 

Figure 3 shows a comparative analysis of the distributed 

system with and without the proposed algorithm. The triangle 

bits line shows the number of idle nodes with the algorithm 

and square bits line shows the number of idle nodes without 

the algorithm. It clearly shows the number of idle machines is 

reduced by 22 with the usage of algorithm. This accounts to 

14% of better processor utilization.  

3. CONCLUSION 
The research work focuses on scheduling the job of an 

overloaded node to be executed at the idle computer. In this 

approach, weights are assigned to each of the job for each of 

the criteria. Having set the weights, the winner factor, the 

summation of all the weights of all the criteria is calculated. 

The procedure is repeated for all the jobs in the queue of the 

considered overloaded computer. The jobs are scheduled one 

by one by selecting the jobs with the highest weight. The 

whole idea is experimented considering a complete dynamic 

scenario of 25 nodes and 150 jobs. The experiment is repeated 

for both homogeneous and heterogeneous with respect to both 

jobs and nodes. In the above case considered it shows 14% 

better processor utilization. The results were very encouraging 

evading most of the drawbacks of state-of-the-art methods.  
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