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ABSTRACT
In recent years a new concept of IT organization emerged,
the Cloud Computing. With This new concept, the resources
are dynamically scalable, virtualized and provided to users as
a service on the Internet. It is primarily intended to meet the
demands of users and allow them access to virtually unlimited
resources. This model motivates many academic institutions and
non-academics as well to develop open-source solutions to improve
performance. Among these techniques, dynamic reconfiguration of
cloud resources has to take an interest.
In this paper an approach for optimization resources is
presented, based on dynamic reconfiguration techniques. In
fact, a Dynamic Reconfigurable Component (DRC) is proposed
to be added to the cloud system, that optimize the use
of cloud resources and enable dynamic resource allocation.
Then, the implementation of this DRC component is provided.
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1. INTRODUCTION
In recent years, the Cloud Computing has emerged as a new
concept of IT organization, that delivers platform, software
application and hardware infrastructure as a service over Internet.
It allows the users to utilize the service by on-demand and pay-per-
use models.
Currently, the number of cloud computing users is constantly
increasing. Leading the providers to furnish more resources to
overcome these growing user demands. Providers should intervene
over their platforms to ensure a good performance of cloud
services. The performance of cloud represents here how the
resources must be optimized. It can be measured in terms of
scalability, cpu load, throughput, response time, latency, QoS, cost,
security, and so on.
In the cloud IaaS (Infrastructure as a Service), the equipment is
provided in the form of virtual machines running by a hypervisor
software. Each virtual machine is characterized by a set of

Fig. 1. DRC INTEGRATION IN CLOUD COMPUTING SYSTEM.

hardware resources, consisting essentially of CPU, memory and
external storage network.
The provisioning of virtual machines is on-demand and
dynamically allocated to users.
The general architecture of cloud shows the important place that
takes virtualization software in the overall structure of the system.
So any optimization at this level reflects positively on the overall
performance of the cloud.
Several resource optimization techniques are available, among
these, especially there is:

- Live migration [1].
- Load balancing [2].
- Dynamic reconfiguration [3]

The live migration process allows moving virtual machines from
one physical node to another without service interruption and with
a completely transparent way for the user [1, 4].
Load balancing can generally allocate workloads services while
reducing the number of servers and improving performance [4].
Dynamic reconfiguration of virtual machines provide the ability to
modify the CPU power, the size of the memory associated with a
virtual machine (VM) without stopping its execution [3].
It appears as a new attractive solution particularly for resource
optimization techniques.
In cloud system, the clients order resources in the form of a lease,
but in general they uses less resources than requested. This is a loss
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for the client because of unused resources. and also can be a loss
for the provider.
The use of a component is proposed in this paper, based on
dynamic reconfiguration techniques. In figure 1 the block diagram
of proposed solution is presented. The approach is to provide a
system with resizing capabilities allowing the adaptation of desired
resources to real needs of clients. Its principal role is to act
on the resources delivered to users and to provide an optimized
environment. Cloud users can define their own strategy and policy
for managing cloud resources according to the established rules.
The component is designed for the optimization of material
resources and others types of resources(e.g bandwidth, number of
connection,. . . ). The component can communicate with different
solutions of cloud platforms deployment, using standard REST
API.
In the rest of this paper, the cloud computing concept is discussed.
After, a review of the related work done in this topics is presented.
Then, a presentation of DRC operation is given. Followed by
an overview of cloud KPI metric. The DRC implementation and
experimental results is presented. Finally, a conclusion and future
work are outlined.

2. CLOUD COMPUTING

Fig. 2. CLOUD COMPUTING SYSTEM.

Cloud computing is relatively a new concept that brings together
all the disciplines, technologies (Web services, virtualization, SOA:
service oriented architecture, grid computing,. . . ) and business
models used to deliver IT capabilities (software, platforms,
hardware) as a service request, scalable and elastic [3]. This is
the new trend of computing where IT resources are dynamically
scalable, virtualized and exposed as a service on the Internet [1].
Cloud computing is often associated with the supply of new
mechanisms that allow providers to give users access to a virtually
unlimited number of resources (Resource Outsourcing). It also
uses billing mechanisms to use these resources on the basis of
their consumption, allowing on-demand model: pay-per-use [1].
Warranties are offered by the infrastructure provider through
tailored service contract: Service Level Agreements (SLA) [1].

Today, all major industry players offer cloud solutions, especially
Amazon EC2 [5], Microsoft Azure [6], Google Apps [7] and IBM
blue cloud [8].
Cloud computing consists of three levels of offerings: [1]

(1) Infrastructure as a Service (IaaS), where the equipment is
provided in the form of virtual machines. The client maintains
the applications, runtimes, integration SOA (Service Oriented
Architecture), databases, server software while the supplier
maintains the Cloud virtualization, hardware server, storage,
networks. Among the main actors of IaaS there are Amazon
EC2, Rackspace, GoGrid.

(2) Platform as a Service (PaaS), you can develop your own
applications using the services provided. The client maintains
only those applications while the supplier maintains the
runtimes Cloud, SOA integration, databases, server software,
virtualization, server hardware and the storage networks. There
are among the key players: Google Apps Engine, Windows
Azure.

(3) Software as a Service (SaaS), the entire applications
are available remotely. Among the providers there are
GoogleApps, salesforce, facebook.

The three levels of cloud offering are shown in figure 2, the lower
level is the computer hardware resources (computing, storage,
network), and mechanisms called virtualization hypervisor, which
virtualize access to the material resources of a physical machine
(processor, memory and other devices). The interest of a hypervisor
is to dynamically add or remove instances of virtual servers on
one physical server. This is done using the tools of services and
interfaces management. The upper level represents the interactions
between the users of the services and the cloud.
There are four different types of deployment of cloud computing
[9], which are shown in figure 2:

(1) Public cloud
(2) Private Cloud
(3) Community Cloud
(4) Hybrid Cloud

In the public cloud model, as described in figure 2, the
cloud infrastructure is leased to any class of customers, and
the infrastructure is owned by the provider. In the model of
private cloud infrastructure cloud is operated solely for a single
organization with limited access with multiple consumers. In the
hybrid cloud model, the cloud infrastructure is a composition of
two or more forms of clouds (private, community or public) that
enable the portability of data and applications. Finally, in the model
of community cloud also called Outsourced private cloud, the cloud
infrastructure is provisioned for exclusive use and shared for the
specific community (eg the government). It can be owned, managed
and operated by one or more organizations in the community.

3. RELATED WORKS
Recent works deal with cloud resource optimization. A new
architecture using auto-scaling technology on batch jobs based
system is proposed in [10],
In [11], the authors present an Online Resource Management
Decision Support System that addresses both tasks scheduling and
resource management optimization in a unique system.
Many algorithms have been proposed for optimizing resources.
The authors present in [12] the economy based leasing algorithm,
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developed and integrated with Haizea [13]. This economy takes
care of incentives of customer and service provider.
Another approach consist of an optimal cloud resource
provisioning algorithm that is proposed by formulating a
stochastic programming model described by [14].
The authors in [15] present a policy based resource allocation
in IaaS cloud, proposing a dynamic planning based scheduling
algorithm, it is implemented in Haizea that can admit new
leases and prepare the schedule whenever a new lease can be
accommodated.
Various resource optimization methods were published. The paper
[2] propose a Task-based System Load Balancing method using
Particle Swarm Optimization. This achieves system load balancing
by only transferring extra tasks, from an overloaded VM instead of
migrating the entire overloaded VM.
Another appraoch named eviction-free memory based on memory
pre-copy algorithm described by [16], to achieve the rapid
migration of VM.
iAware, a lightweight interference-aware VM live migration
strategy is presented in [17], it empirically captures and
understands the relationships between VM performance
interference and key influential factors that are practically
accessible.
Another algorithm named honey bee behavior inspired load
balancing were developed by [18], which aims to achieve
well balanced load across virtual machines for maximizing the
throughput. The proposed algorithm also balances the priorities of
tasks on the machines in such a way that the amount of waiting
time of the tasks in the queue is minimal.

4. CLOUD KPI METRICS
The metering process allows the cloud to collect information. With
Key Performance Indicators (KPI) measuring tool, the cloud can
read the resources used in real time.
The evaluation of overall performance of the cloud is characterized
by indicators, that will be measured and evaluated.
The choice of these indicators is very important in the assessment
process. The inappropriate choice of these indicators will not really
reflect the real performance of the cloud system.
Cloud Computing Services can be evaluated on the basis of KPI, it
can be measured using the software and hardware monitoring tools.
Here some examples of definitions of the most important KPI are
given, particularly in the context of VM instances. [19, 20].

(1) CPU, or CPU util is defined as the average CPU utilization. by
percent %Ṫhe meter is related to the guest machine.

(2) Network, is the number of incoming and outgoing bytes or
packets on the network for a VM interface.

(3) Memory, the volume of RAM in MB.
(4) Ip.floating, represent the duration of floating ip, creating and

updating requests for this floating ip.
(5) Disk, Size of root and ephemeral disk in GB.

5. DRC COMPONENT PRINCIPLE
Cloud client typically lease virtual machines that include a fixed
amount of resources, such as the number of cores, memory size,
and so on. These resources are generally stable throughout the life
of the virtual machines.
During use of the cloud, the resources used may be upper or lower
to the resources leased by the client. It can cause a gap between

Fig. 3. ARCHITECTURE CLOUD WITH DRC.

the needs and provisions. The DRC component comes into play to
solve this problem.
The implementation of the Dynamic Reconfigurable Component
(DRC) is required to optimize the use of cloud computing
resources.
The DRC component is intended to correct the users resources
requests by removing unused resources, which results in the
difference between the resources requested and used.
The DRC component as shown in figure 3 will read the resources
used in real time, these resources are measured in accordance with
given frequency by KPI measuring tool. After, the component will
assign new values of resources depending on DRC optimization
process and inject them to the cloud manager.
The KPI measuring will be used to collect measurements data, and
will be transferred to the component for apply policy.
The component is intended not to be a part of the cloud
manager. It is acting on the outside of cloud manager. The
component is designed to be multiplatforms, it is independent
of cloud management tools such as Openstack[21], Eucalyptus
[22], Cloudstack[23] and OpenNebula[24]. The DRC component
is designed for the optimization of material resources and others
types of resources.
The component could be used for the client as well as for the
provider.

6. CASE STUDY
The DRC component is implemented as a standalone python
application. The DRC interact with the underlying cloud manager
via RESTful API, to guarantee the cloud independence and
interoperability.
Openstack [25], [21] is the cloud Manager solution selected
[26] for deploying cloud infrastructure as shown in figure 4.
Ceilometer [27], the OpenStack metering component, is used to
collect measurements data. As shown in the figure 4, ceilometer
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Fig. 4. EXPERIMENTAL ARCHITECTURE OF DRC IMPLEMENTATION.

Fig. 5. CEILOMETER CPU LOAD MEASUREMENTS.

metering includes a compute agent, central agent, collector and data
store.
The information about cloud activities are collected by ceilometer
module and sent to DRC. The component DRC determine the
optimal solutions depending on policy and strategy defined by
users. DRC transmit orders to Nova node which act on VM
parameters.

In this test the CPU load is taken as an example of KPI, as shown
in figure 5. The measurement of CPU load is transferred to the
component for apply optimization policy.
Then the CPU load is compared to the threshold defined in DRC.
When the threshold is reached, a command is executed to decrease
or increase resources with ”resize flavor” directive.
Flavor is an available hardware configuration for a server. It defines
the size of a virtual server that can be launched. In OpenStack,
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flavors are virtual hardware templates, defining sizes for RAM,
disk, number of cores, and so on.
The resize operation converts an existing instance to a different
flavor, in essence, scaling the instance up or down. The original
instance is saved for a period of time to allow rollback if a problem
occurs. When the resize is confirmed, the original instance is
removed.
The threshold is represented in two states, up to 70 percent and
down to 30 percent of CPU load. CPU load threshold that should
not exceed.

7. CONCLUSION AND PERSPECTIVES
In this paper an approach for cloud optimization resources is
presented, based on dynamic reconfiguration techniques. The
implementation of a DRC component is proposed to act on
the cloud resources demanded and to provide an optimized
environment based on rules defined by the users.
The DRC is also intended to interact with different cloud platform
solutions in transparent way, leading to the independence versus
cloud providers. It can be easily amended to include other
functionalities, rules and strategies for a better adaptation and
integration of the users. The implementation of DRC shows a clear
improvement, that brings us to propose to integrate the DRC to the
cloud system.
As continuity to this work, to enhance the DRC functionality
many artificial intelligence tools will be used to develop an
intelligent DRC component, and additional KPI’s will be studied
and integrated to the cloud measuring.
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