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ABSTRACT 

Cloud computing is a solution for processing large amounts of 

data. Therefore, Google introduced map reduce as a 

programming model for large scale data applications in the 

cloud environment. Map reduce is used for data processing 

and parallel computing. The Apache Hadoop is an open 

source implementation of mapreduce. However job shop 

scheduling problem (JSSP) is an important issues that is one 

of the most popular NP hard, it is necessary to find a faster 

solution for large scale problems. For this purpose, fuzzy 

neural network must be use to solve this kind of optimization 

problem. In this paper, we proposed new novel method by 

using a fuzzy neural network with map reduce model to solve 

job shop scheduling problem, implementation and results are 

presented. The experiments of our proposed method are 

performed for well-known problem instances from job 

scheduling. The results show our method has high 

convergence speed and less execution time compared with 

Genetic algorithm.   
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1. INTRODUCTION 
Job scheduling is used to allocate particular resources for a 

certain tasks in particular time [1]. Job shop scheduling is 

usually a strongly NP-complete problem of combinatorial 

optimization problems and is the most typical one of the 

production scheduling problems. Means that the solution 

space will expand exponentially, and consequently the 

performance of traditional mathematical or meta-heuristic 

algorithms can hardly be satisfactory [2]. It is usually very 

hard to find its optimal solution [3]. So, fuzzy neural network 

structure is capable to solving the scheduling problem. The 

term Neural Network describes the adjusting weights of the 

hidden layer to match the input and output. No mathematical 

model is necessary for neural network. It’s learning from 

examples. In neural network initially behaves as block box 

behavior [4]. On the other hand, Cloud Computing emerges 

for varieties of internet businesses, many computing 

frameworks are proposed for the huge data store and highly 

parallel computing needs [5]. Apache hadoop [6] is an open 

source implementation of the Google’s MapReduce [7] 

parallel processing framework. MapReduce [8] is one of the 

most popular programming models designed for data centers. 

It was originally proposed by Google to handle large-scale 

web search applications and has been proved to be an 

effective programming model for developing data mining, 

machine learning and search applications in data centers. 

MapReduce was designed to support parallel large scale data 

processing on a cluster of commodity hardware, which is also 

known as cloud computing [9]. Map-Reduce is a scalable 

programming model [10]. It is abstracted such that only two 

main functions are written, Map and Reduce, where input and 

output are expressed in key-value object pairs. This model 

allows the programmer to simply focus on the logic through 

these two functions, and not worry about intra-node 

communication, task monitoring, or task-failure handling 

[10]. As well, both the map and reduce functions do not have 

to account for the size of data or even the underlying cluster 

that they are operating on. Mapper (Map Phase) - The Hadoop 

framework reads input data from large files and split it into 

smaller portions (data blocks) which are then assigned to a 

mapper task. The data portions are read and wrapped into a 

(key, value) object pair and assigned to the map function. For 

an input of a key and a value, the function outputs (key, value) 

pair(s) which are then forwarded to the Reducers [11]. 

Reducer (Reduce Phase) - The output from the map functions 

is then sorted such that object values with the same key are 

grouped, assigned and transmitted to a reduce function. These 

grouped values are then processed by the Reduce functions 

and written back into the file system. 

Therefore, the aims of in this paper are to solving the job 

scheduling problem by fuzzy neural network with map reduce 

model that provide optimal solution in short time is presented. 

This paper is organized as follows: In Section 2, we review 

related works briefly. In section 3, formulation of the job-shop 

scheduling problem is presented. In Section 4, the proposed 

method is given. Experimental results are presented in Section 

5 and the conclusions are listed in Section 6. 

2. RELATED WORK 
In this section, we present some of researches that are related 

with this work. 

Huang and Lin [9] used a Genetic Algorithm for Job Shop 

Scheduling Problems using MapReduce. It is shown that 

larger population sizes not only tend to yield better solutions, 

but also require fewer generations. Therefore, it is clear that 

when dealing with a hard problem such as JSSP, an existing 

GA can be improved by massively scaling up populations 

with MapReduce, so that the solution can be parallelized and 

completed in reasonable time. Venkatesa Kumar and Dinesh 

[4] present fuzzy neural network algorithm for job scheduling 

in cloud computing. The algorithm is implemented with the 

help of simulation tool (CloudSim) and the result obtained 
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reduces the total turnaround time and also increase the 

performance. Jian-feng et al [12] represented task scheduling 

algorithm based on improved ant colony optimization in cloud 

computing environment. It is proven a better scheduling result 

with shorter total-task-finish time and mean-task finish time 

and batter load balance can be got through it in the simulation 

environment. Baomin et al [13] present job scheduling 

algorithm based on berger model in cloud environment. In the 

job scheduling process, the algorithm establishes dual fairness 

constraint. The experimental results show that the algorithm 

can effectively execute the user tasks and manifests better 

fairness. Yang and Wang [14] a new adaptive neural network 

and heuristics hybrid approach for job-shop scheduling is 

presented. Two heuristics are presented, which can be 

combined with the neural network. Computer simulations 

have shown that the proposed hybrid approach is of high 

speed and efficiency. The strategy for solving practical job-

shop scheduling problems is provided. Tayal [15] purposed an 

optimized algorithm based on the Fuzzy-GA optimization 

which makes a scheduling decision by evaluating the entire 

group of task in the job queue. 

3. FORMULATION OF THE JOB-SHOP 

SCHEDULING PROBLEM 
Generally for job shop scheduling problem there are two types 

of constraints: Sequence constraint (SC) and resource 

constraint (RC). The first type states that two operations of a 

job cannot be processed at the same time. The second states 

that no more than one job can be performed on one machine at 

the same time. Job scheduling can be viewed as an 

optimization problem, bounded by both sequence and 

resource constraints [16]. 

Denote           and          , where n and m are 

the numbers of jobs and machines. Let    be the operation 

number of jobs  .      represents operation k of job   on 

machine  ,      and      represent the starting time and 

processing time (which is known in advance) of      ,        

and       represent the starting time and processing time of the 

last operation of job   respectively. Denote     and    as the 

release date (earliest starting time) and due date (latest ending 

time) of job  . Let     denote the set of operation pairs 

            with precedence restriction of job  , where 

operation      must precede operation     . Let    be the set 

operations      that will be processed on machine  . The 

mathematical programming formulation of the considered 

Job-shop scheduling problem is presented as follows [16]: 

                                                              (1) 

                                                      

                                                                               (2) 

                                                              (3) 

Equation (1) represents the sequence constraint. Equation (2) 

in a disjunctive type represents resource constraints. Equation 

(3) represents the release date and due date constraints.  In this 

study we used constraint satisfaction adaptive neural network 

(CSANN), based on the general neural unit, CSANN 

constraints three kinds of units: ST-units, SC-units and RC 

units. The first kind of units represent the starting times of all 

operations. Each ST-unit represents one operation of job shop 

scheduling problem with its activation representing the 

starting time of the operation. The second represent whether 

the sequence constraints are violated. The third represent 

whether the resource constraints are violated. The net input 

and activation functions of an ST-unit,     are defined as (4) 

[16]: 

                                        

                                                                (4) 

Formulations of SC units and RC units in propose method is 

presented. 

4. THE PROPOSED METHOD 
Map Reduce model consists of basically two phases, map and 

reduce. According to the proposed method, some part of 

neural network computing is performed in map phase and 

another part is done in reduce phase. At first, job scheduling 

problem input data should be converted into (key, value) pairs 

that calculated in map phase of SC-unit. After the calculation 

of SC neural units in map phase, the intermediate (key, value) 

pairs produced that used reduce phase input of SC-unit. RC 

neural units in a new map phase received the output of reduce 

phase from previous phase. Similarly, after calculations in 

map phase of RC-unit, the intermediate (key, value) pairs 

produced that used as a reduce phase input of RC-unit. The 

(key, value) pairs that are produced in the end of reduce phase 

included new start time (ST) of all operations in scheduling 

problem. We used fuzzy due date to make decision for the 

completion time of each job to prevent delay between 

operations. This results related to first cycle and all of these 

steps are iterated until convergence and optimal solution be 

obtained. Block diagram of proposed method is shown in 

figure 3. Phases of the proposed method in the follow are 

presented.  

4.1 Map Phase of SC-Units 
At first, job scheduling problem input data should be 

converted into (key, value) pairs. We considered two matrices 

to perform calculations, one matrix for processing time and 

one matrix for machine allocation. We used   as a job,   as an 

operation and   as a machine. All of this index used as the 

key (i, j, k) and processing time as the value. Each unit of SC-

block contains two ST-units, responding to two operations of 

a job, and one SC-unit, representing whether the sequence 

constraint between these two operations is satisfied [16] (see 

Figure 1). 

 

Fig 1: SC-block unit [16] 

SC-units received activations of ST Units with connection 

weight    and    by equation of (5): 

                                                                (5) 
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Where    equals     or     , and      is the bias of neural unit 

    or unit    . The bias     is added to the incoming 

weighted activations of the connected ST-units    ’s and 

equals the processing time of a relative operation, formulated 

in this equation [16]. The activation function of a SC-unit or a 

RC-unit is a deterministic linear-segment function, defined as 

follows (6): 

        
                            

                                           
                     (6) 

The activation of a SC-unit or RC-unit being greater than zero 

means the corresponding sequence constraint or resource 

constraint is violated and there are feedback adjustments from 

this SC-unit or RC-unit to connected ST-units through 

adaptive weighted connections. The weights and bias are 

valued [16] as follows (7): 

                                               
                                (7) 

Where   is a positive feedback adjustment parameter (the 

same with following equations where   appears).   

After calculations of map phase, intermediate (key, value) 

pairs built that used as a reduce phase input of SC-units. Map 

Intermediate (key, value) pairs written to file system in form 

of              .         as the key and Activation of SC units 

as the value. 

4.2 Reduce Phase of SC-Units 
In reduce phase, reduce function of our method selected some 

suitable activations for ST-Units calculations. Feedback 

adjustments of SC units calculated in this Phase. ST units 

received activations of SC Units with connection weight    

and    by [16] equation of (8):  

                                                        (8)
                   

 

The activation function of ST-units [16] is a deterministic 

linear-segmented function as follows (9): 

         

                   
                             
                                

                     (9) 

Where    and    are the release date and due date of job   to 

which the operation, corresponding to unit      , belongs.       

is the processing time of the operation corresponding to unit 

   . This activation function implements the release date and 

due date constraints described by equation (3). 

After calculations of reduce phase, output (key, value) pairs 

produced. Reduce output (key, value) pairs written to file 

system in form of              .         as the key and 

Activation of ST units as the value. Our method used this 

(key, value) pairs in new mapreduce calculations in RC units. 

4.3 Map Phase of RC-Units 
The calculations in this phase were similar to map phase of 

SC-units. Each unit of RC-block contains two ST-units, 

responding to two operations sharing the same machine, and 

one RC-unit, representing whether the resource constraint 

between these two operations is satisfied (see Figure 2). 

 

Fig 2: RC-block unit [16] 

Figure 2 presents an example of RC-block unit, denoted 

by          , representing the resource constraint between 

     and       on machine  .  At time   during the processing 

of network, the weights and bias are adaptively valued as 

following two cases show [16]. 

RC-units received activations of ST-Units with connection 

weight    and     by equations of (10) or (11). RC block 

units have the same definition as (5), (6).  

 In this case            represents a sequence constraint 

described [16] by the second disjunctive equation of equation 

(2). 

Case1: If
  
                , equation (10) holds    

                                             
                                                 (10)                                                                 

Case 2: If                  , equation (11) holds 

                                            
                                         (11)                                                                                   

Similarly, intermediate (key, value) pairs built that used as a 

reduce phase input of RC-unit. Map Intermediate (key, value) 

pairs written to file system in form of              .          
as the key and Activation of RC units as the value. 

4.4 Reduce Phase of RC-Units 
At the end of calculations, reduce function of RC-units 

selected some suitable activations for ST Unit too. Feedback 

adjustments of RC units calculated in this Phase. ST-units 

received activations of RC-units with connection weight    

and    by equation [16] of (12): 

                                                    (12) 

The activation function of ST-units have the same definition 

as (9). After calculations of this reduce phase, output (key, 

value) pairs produced. Reduce output (key, value) pairs 

written to file system in form of                        as the 

key and Activation of ST units as the value. This output (key, 

value) pairs represented start time of all operations related to 

first cycle. For each cycle, membership function of fuzzy due 

date by equation (13) represented the satisfaction degree of 

completion time of job. In mathematics, membership function 

        of job   can be denoted by following formula [17]: 
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               (13) 

Where    is the completion time of job  . We can see that the 

membership function is specified by   
  and   

               

  
 

 
can be viewed as the earliest due date for job  , and 

u
id is 

the latest due date [17]. 

 

5. EXPERIMENTAL RESULTS 
In this study, we used different number of jobs to examine our 

proposed method. We selected various instances from job 

scheduling problem like FT3, FT4×3, FT6, FT10, FT20 [18], 

La40 [19] and Swv14 [20]. The performance of our method is 

shown in Table 1. Figure 4 shows execution time vs. job size. 

Our proposed method has been compared with Genetic 

algorithm [9]. The comparisons of execution time for these 

methods are present in table 2. Figure 5 shows the result of 

proposed method and the result of Genetic algorithm for La40 

instance. 

 

Fig 3: Diagram of proposed method 
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Table 1: Execution time for number of jobs on different machines  

Execution time 

(Sec) 
Number of machine Number of jobs Problem name 

2.54 3 3 FT3 

1.42 3 4 FT4×3 

8.46 6 6 FT6 

32.75 10 10 FT10 

120.43 5 20 FT20 

40.54 15 15 LA40 

580.89 10 50 SWV14 

 

 

 

Fig 4: Flow execution time proposed method for various problems 

Table 2: Compared proposed method with Genetic algorithm for LA40  

Execution 

time (Sec) 

Number of 

machine 

Number 

of jobs 
Method 

40.54 15 15 

Fuzzy neural network with 

map reduce model 

 

356.067 15 15 
Genetic algorithm with map 

reduce model 
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Fig 5: Comparative performance proposed method and Genetic algorithm 

 

6. CONCLUSION 
In this paper, a scheduling problem based on fuzzy neural 

network using the map reduce model is proposed for job 

scheduling problem in cloud environment. We modified 

conventional fuzzy neural network to implement in map 

reduce model. For this propose we split neural network units 

and have done the calculations separately in map and reduce 

phases. We used various instance like FT10, FT20, Swv14 

and La40 to investigate performance of our method. The 

results indicated that parallel solubility and reduced 

calculations using the map reduce model provide to reach 

optimal solution in very short time. In comparison with 

genetic algorithm, our proposed method has a better 

convergence speed and less execution time.   
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