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ABSTRACT
This paper describes a triangle based algorithm to transform a
source image into a target image. In this paper, a digital source
face image is mapped to a target face image to transform the shape
of source into the target. This work is done with six steps. The ini-
tial step of the stated algorithm takes source and destination face
images as input from the specified location or through the webcam.
The second step deals with finding the 68 landmark points of in-
put images for tracking the features such as eyes, mouth, nose, lips,
ears and face. The third step generates proposed 116 nos of non-
overlapping triangles from 68 landmark points (which has been
found in the second step) for both the input face images. In forth
step one mapping link is established between the each pair of cor-
responding proposed 116 triangles of both the images. Then these
pairs of triangles are divided on the basis of given threshold value
of the in-radius of the triangles pairs. In this step a set of small-
est subtriangles are found in the last label for the triangle pairs. In
fifth step each pair of smallest sub-triangles are mapped with pixels
from source face image to destination face image and then gener-
ate intermediate image with color interpolation. The sixth step is
the process of assembling the 116 nos of triangles to generate the
resultant face image in the shape of target face image. The results
show that the proposed approach is simple and takes less time to
transform the source image.
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1. INTRODUCTION
Shape transforming of a given image into a target or template im-
age is an important task in image processing. Image transformation
has also proven to be a very important and powerful tool for visual
effects in computer graphics and animation. Basically this process
of image transforming is known as image morphing[22] and has
received much attention in recent years. At present there are many
interesting instances in film and television[13] [21] of the smooth
transformation of one digital image into another. In general this
method is called as morphing and is recognized by joining images
by warping with color interpolation. In the process of image warp-
ing 2D geometric transformations are done with the images. In this

process geometric alignment between the features of the input im-
ages are retained while color interpolation blends their colors.
The morphing sequence quality depends on the solution of three
problems[24]: feature specification, warp generation and transition
control. Choosing the correct correspondence between pairs of fea-
ture specification can be performed more precisely. In actual mor-
phing algorithms, meshes[4] [8] [22], line segments[2] [10] [11], or
points[1] [9] are used to determine feature positions in the images.
In the process of morphing or image transformation some selective
feature points such as points of different face parts e.g., eye, nose,
mouth etc. of each input images are selected. These feature points
are represented by some particular spatial co-ordinate points, we
call these as landmark[16] points. So group of some nearer land-
mark points represents the different parts of the given images. Im-
age transformation between two images begins with these pairs of
landmark points. Then some mapping functions are defined as the
spatial relationship between all the corresponding landmark points
in both images. These relative mapping functions are used to inter-
polate the positions of the features across the transform sequence.
After the mapping of intermediate feature positions are established
both images have been warped into alignment for intermediate fea-
ture positions. Once both images have been warped into align-
ment for intermediate feature positions, ordinary color interpola-
tion (cross-dissolve[22]) is performed to generate image morphing.
The rate of warping and color blending across the morph sequence
is determined by the transition control.
Urvashi[3] et al. recently implemented image morphing using mesh
warping algorithm combined with the cross dissolving technique.
The algorithms used were fast and intuitive, which efficiently com-
puted the mapping of each pixel from the source image to the desti-
nation image. The mesh was formed of triangles obtained from the
manually specified control points.
Y Guo[7] et al. have presented an efficient algorithm in their pa-
per “Efficient view manipulation for cuboid-structured images”
for transforming the viewpoints of cuboid-structured images. In
this algorithm the new image with high visual quality is gener-
ated by making the rest image region deform in accordance with
the re-projected cuboid structure, via a triangular mesh deforma-
tion scheme and demonstrated an application of upright adjustment
of photographs and a user interface which enables the user to watch
the scene under new viewpoints on a viewing sphere interactively.
Feature specification is the most deadly aspect of morphing. In the
maximum work in this regard the landmark points of an image are
determined physically. A way to determine the landmarks automat-
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Fig. 1. Aligned Image Pair

Fig. 2. Un-Aligned Image Pair

ically, without the participation of a human, would be desirable. P.
Perakis and G. Passalis[16] have proposed a 3D facial landmark de-
tection method under large yaw and expression variations. In that
method the main contribution is the automatic and pose-invariant
detection of landmarks on 3D facial scans under large yaw vari-
ations (that often result in missing facial data), and its robustness
against large facial expressions. In this sense, we are also in the
way to develop an efficient tool to solve this problem.
In this work, we have developed a triangle based algorithm to es-
tablish a spatial relationship between all points in both images and
we call this as triangle based mapping between two images. We
initially choose work with images of faces with uniform illumina-
tion, without glasses and facial hair to simplify the problem. And
with a challenge we have chosen images with of any view not only
in frontal view and also under pose and expression variations and
without any restriction of shape and sizes.

2. PROBLEM DEFINITION
Given two objects S and D with known point-to-point correspon-
dences, find a smooth isometric deformation from S to D.
Here each object S and D are represented by a fixed numbers of
triangles.
Here in the Fig.1 a pair of aligned image is given where almost all
the landmark points are in the same positions. But in the Fig.2 a
pair of unaligned image is noticeable. In this figure the main face-
part points of the face images are not in the same positions and the
sizes of the images are also not same. The co-ordinate points that
represent the various parts of the face image we call the landmark
point of the face image. It is noticeable that the mapping of land-
mark point to landmark point is easy for the aligned pair of images,
but for the unaligned pair of images mapping is not so easy.

(a) Pos- 0 (b) Pos- 08

Fig. 3. Unlike Posed Image Pair from ExtendedYaleB database

So our main objective is to map landmark points to landmark points
of any pair of face images. It can be done by image transformation
like rotating, shifting, scaling and shearing the images. But in some
cases these techniques do not produce good results. In the Fig.3
two images are shown where the face appearances are different
as for different poses (images are obtained from Extended YaleB
database[6]). For this type of cases we are interested to transform
one image into the other using our proposed triangle based mapping
technique.

3. MAPPING OF FACE IMAGES
Mapping of face images of same person where poses are taken from
different angle is an important task in image analysis techniques.
In some cases like PCA algorithm we need face images where all
images are having of unique angled face image. If the images are
of different angled image then finding mean face in PCA algorithm
will not give the correct result. So using our algorithm we can bring
all required face images of any angled to a standard angled face
image. Using this technique our output images can be used where
same angled images are required.
We have proposed a technique to map one face image to another
face image where images may be of any angled. Basically we have
proposed a mapping technique which maps two triangle of any
shape and establish a relation to the each pixel of one triangle to
another. Then we apply this triangle based mapping to map the two
face images by dividing the total faces images by our 116 numbers
of proposed triangles. In the following section we have describe the
triangle based mapping techniques.

4. TRIANGLE BASED MAPPING
We have implemented a triangle based mapping algorithm where
one triangle is mapped with another one. Here both the triangle
T1 = ∆P1P2P3 and T2 = ∆Q1Q2Q3 may be of any shape/type
and our technique works for all the shapes/types.
We divide the first triangle into four sub triangles by the middle
point of each side of original triangle. And applying same tech-
nique we get four equal corresponding sub triangles from second
triangle also. Thus we get one to one mapping of four sub tri-
angles of the given two main triangles in the first step. Now we
give the name of these four sub triangles as upper, left, right and
middle for both the main triangles. Thus we get four sub triangles
Tupper
2 , T left

2 , T right
2 , Tmiddle

2 of triangle ∆T2 for corresponding
sub triangles Tupper

1 , T left
1 , T right

1 , Tmiddle
1 of triangle ∆T1. Al-

gorithm 3 named “Sub-triangle Algorithm” describes the procedure
of dividing a triangle to a set of four sub-triangles.
Now we compute the in-radius of subtriangle Tupper

2 of triangle
T2 and for corresponding subtriangle Tupper

1 of triangle T1 (Fig.4)
and if either one is less than the given threshold value ε then
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Fig. 4. Sub-triangles of two given triangles T1 and T2

(a) Source (b) Target

(c) Original into the shape of
target

(d) Output into the shape of target

Fig. 6. To transform the source image into the shape of target image

we record the one-one mapping point of the in-centre of Tupper
2

and Tupper
1 . Otherwise we consider Tupper

2 and Tupper
1 as our

main triangles and repeat the same technique recursively. Similarly
we apply this recursive technique for other pair of sub triangles
(T left

2 , T left
1 ), (T right

2 , T right
1 ) and (Tmiddle

2 , Tmiddle
1 ). And fi-

nally we get the record of one-one mapping of each smallest sub
triangles of in-radius ε of main triangles T1 and T2. Algorithm 2
named “Triangle Mapping Algorithm” describes the procedure of
mapping all the interior points of two given triangles. Some steps
of the process of this algorithm is shown in Fig.5.

5. TRIANGLE BASED FACE IMAGE MAPPING
We take two face images as source and target image. These two
images may be of any angled image, we mean the image may be
without any restriction of shape, size, pos, angle or distance from
cameras. Our target is to find the one-one map of each pixel of
source and target image where each mapped pixel positions must
represent the same face part of both the images. Fig.6 shows one
example of our experiment to transform a source image into the
shape of target image.
In the first step we relate the face image with the given landmark
points. The details of the method of landmark point detection is de-
scribed in the section-6. The obtained landmark points helps us to
find all the important face parts of the given image automatically
and it detects the required face portion from the input image. Then
in the second step we crop the face portion of the image and rotate
it keeping the two eye coordinate in the horizontal axis and scaled
it to our standard size. After completing this step we have the nor-
malized images for our work.
Now we divide the each normalized images by our proposed 116
numbers of triangles from the 68 numbers of landmark points found
applying the landmark tool earlier. Now these 116 triangles are our
116 numbers of sub-problem of our main problem.
Now with 116 numbers of iteration we pick up 116 pairs of cor-
responding triangles from both the normalized images. And for
each pair of triangle we apply our triangle based mapping algo-
rithm to get record one-one mapping of each pair of triangle. And
thus finally we get record of one-one mapping face images. The re-
sults are shown in Fig.5 & 9. The entire process is described in the
algorithm-1 named “Triangle-wise Object Mapping Algorithm”.

6. FINDING LANDMARK POINTS
In our work basic needs are the landmark points of the face images.
The landmark points can be acquired automatically or manually.
In this regard various works have been carried out for detecting
landmark points automatically. Lin[12] et al. introduced a coupled
2D and 3D feature extraction method to determine the positions of
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(a) Initial ∆s, rad = 20 (b) 4 sub ∆s, rad = 10

(c) 16 sub ∆s, rad = 5 (d) 64 sub ∆s, rad = 2.5

Fig. 5. Steps in Triangle Mapping Algorithm-2, read ∆ as triangle

Fig. 7. Our proposed 116 Triangles of a face image
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Table 1. Our proposed 116 triangles IDS represented by the 68 landmark points
Pts/
TrIDs P1 P2 P3

Pts/
TrIDs P1 P2 P3

Pts/
TrIDs P1 P2 P3

Pts/
TrIDs P1 P2 P3

1 28 22 27 30 24 26 27 59 61 62 59 88 10 9 56
2 57 63 56 31 26 25 29 60 66 50 51 89 44 13 12
3 59 7 6 32 27 26 29 61 62 67 63 90 11 10 55
4 3 2 31 33 25 19 46 62 62 66 67 91 55 12 11
5 49 40 41 34 24 25 26 63 59 58 7 92 43 44 12
6 23 22 1 35 37 34 33 64 62 63 57 93 13 44 36
7 27 29 28 36 38 30 25 65 66 51 67 94 48 68 45
8 23 27 22 37 38 39 30 66 50 41 51 95 13 33 14
9 4 40 49 38 46 38 25 67 43 53 42 96 34 20 21
10 29 32 28 39 39 31 30 68 53 51 42 97 33 15 14
11 29 25 30 40 42 51 41 69 53 52 51 98 21 17 16
12 28 31 2 41 39 38 46 70 65 67 51 99 36 45 35
13 49 5 4 42 65 51 52 71 53 65 52 100 68 39 46
14 3 40 4 43 47 40 39 72 64 67 65 101 43 48 44
15 50 66 61 44 22 28 1 73 68 48 42 102 43 42 48
16 41 40 47 45 30 31 32 74 64 65 53 103 46 45 68
17 33 21 16 46 40 3 31 75 45 44 48 104 46 35 45
18 60 59 6 47 47 39 68 76 36 33 13 105 34 35 19
19 59 62 58 48 40 31 39 77 55 54 43 106 35 46 19
20 56 63 54 49 1 2 3 78 64 53 54 107 24 18 19
21 30 32 29 50 68 42 47 79 58 8 7 108 19 18 20
22 44 45 36 51 50 49 41 80 58 57 9 109 20 18 21
23 12 55 43 52 61 66 62 81 58 62 57 110 24 23 18
24 19 25 24 53 42 41 47 82 63 64 54 111 36 37 33
25 34 19 20 54 49 6 5 83 63 67 64 112 36 35 37
26 53 43 54 55 49 60 6 84 58 9 8 113 33 34 21
27 24 27 23 56 49 50 60 85 57 56 9 114 37 35 34
28 31 28 32 57 60 61 59 86 56 55 10 115 18 17 21
29 2 1 28 58 60 50 61 87 55 56 54 116 33 16 15

Fig. 8. Landmarks labeled in FGNET Aging Database

eye sockets by using curvature analysis. Segundo[23] et al. intro-
duced a face and facial feature detection method by combining 2D
face segmentation on depth images with surface curvature infor-
mation in order to detect the eye corners, nose tip, nose base, and
nose corners. Wei[20] et al. introduced a nose tip and nose bridge
localization method, based on a Surface Normal Difference algo-
rithm and shape index estimation in order to determine the facial
pose in pose-variant systems. Mian[14] et al. introduced a heuristic
method for nose tip detection that was based on a geometric analy-

sis of the nose ridge contour. A recent work has been carried out by
P Perakis[16] et al. on 3D Facial Landmark Detection under Large
Yaw and Expression Variations. Y Ren[17] et al. presents a novel
learning method for precise eye localization in order to improve
the performance of face processing algorithms. Some other major
methods are described in the papers[5] [19] [18] [15] [25].
Implementation of the landmark point detection is out of the scope
of this work. We have experimented with the face images of the FG-
NET aging database (section-10), where all the required 68 num-
bers of landmark points of each face images are available.
We have used a few numbers of face images beyond FG-NET aging
database for which we manually marked the 68 landmark points in
our experiments.
Standard 116 Nos of Triangles: In this work each face image is
represented by our proposed non overlapping 116 triangles. Each
triangle is constructed by 3 fixed landmark points. Fig.7 and table-
5 describe our proposed 116 triangle IDs of given 68 numbers of
landmark points of a face image. For example upper part of the left
eye (Fig.7) is represented by the triangle ID 10, and the three corner
of this triangle are the landmark point IDs 29, 32, 28 (table-5). The
different triangle IDs that represent the face parts of a face image is
described in table-6.

7. ALGORITHM
The following few notations are used in the procedures of our pro-
posed algorithm 1, 2, 3, 4.
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Table 2. Parts of face and corresponding triangle IDs
Parts of face Our proposed triangle IDs

Left Eye [10 21 28 45]
Right Eye [112 111 35 114]
Left Eye Brow [8 27 30 34]
Right Eye Brow [98 115 109 108]

Nose
[41 100 103 43 47 94 75 16 53 50 73 102
101]

Mouth
[56 57 58 15 60 69 52 42 70 62 19 81 61 72
71 74 83 64 2 82 78 20 87]

Others Remaining triangle IDs

Object Obj = {T1, T2, . . . , Tn} is a set of n numbers of non-
overlapping triangles.
Triangle T1 = ∆(P1, P2, P3), where Pi = (xi, yi), i = 1 . . . 3 are
triangular vertices of Triangle T1.
Triangle T2 = ∆(Q1, Q2, Q3), where Qi = (xi, yi), i = 1 . . . 3
are triangular vertices of Triangle T2.
Algorithm 1 named “Triangle-wise Object Mapping Algorithm”
does the work of mapping each points of two given objects Obj1,
Obj2, where objectsObj1 andObj2 are nothing but the set of finite
numbers of disjoint triangles.

Algorithm 1 Triangle-wise Object Mapping Algorithm
1: procedure MAPPOBBJECT(Obj1, Obj2)
2: for i← 1, n do
3: MappTriangle(T i

1 , T
i
2)

4: [Triangle T i
1 ∈ Obj1 and T i

2 ∈ Obj2]
5: end for
6: end procedure

Algorithm 2 named “Triangle Mapping Algorithm” maps all the
interior points of two given triangles T1, T2. Initially it checks
the value of in-radius of the triangle pair and if it is greater than
threshold value 1 for the both the triangles then it divides them into
four equal subtriangles. Then recursively call the same function for
these four pair of subtriangles. Otherwise in this case triangles are
smallest and so it maps the incenters and boundary points of the
incircles of the pair.

Algorithm 2 Triangle Mapping Algorithm
1: procedure MAPPTRIANGLE(T1, T2)
2: if Radius(T1) < 1 ‖ Radius(T2) < 1 then
3: C1 ← Center(T1)
4: C2 ← Center(T2)
5: MappCircle(C1, C2)
6: for i← 1, 2, 3 do
7: Mapp(Pi, Qi)
8: [Pi ∈ T1 and Qi ∈ T2]
9: end for

10: return
11: end if
12: [TUpper

1 , TLeft
1 , TRight

1 , TMiddle
1 ]← Subtri(T1)

13: [TUpper
2 , TLeft

2 , TRight
2 , TMiddle

2 ]← Subtri(T2)
14: for Pos← Upper, Left,Right,Middle do
15: MappTriangle(TPos

1 , TPos
2 )

16: end for
17: end procedure

Algorithm 3 named “Sub-triangle Algorithm” divides a
given triangle T into four numbers of sub-triangles named
TUpper, TLeft, TRight, TMiddle. The experimental result is
shown in Fig.4.

Algorithm 3 Sub-triangle Algorithm
1: procedure SUBTRI(T )
2: for i← 1, 3 do
3: P ′i ←

Pi+P(i+1)%3

2
4: end for
5: TUpper ← (P1, P

′
1, P

′
3)

6: TLeft ← (P ′1, P2, P
′
2)

7: TRight ← (P ′2, P3, P
′
3)

8: TMiddle ← (P ′1, P
′
2, P

′
3)

9: return [TUpper, TLeft, TRight, TMiddle]
10: end procedure

The algorithm 4 named “Circle Mapping Algorithm” maps all the
boundary points and the center points of two given circles C1, C2.

Algorithm 4 Circle Mapping Algorithm
1: procedure MAPPCIRCLE(C1, C2)
2: Radius r = 1
3: for θ ← 45o, 360o do
4: x1 ← x(C1) + r cos(θ)
5: y1 ← y(C1) + r sin(θ)
6: x2 ← x(C2) + r cos(θ)
7: y2 ← y(C2) + r sin(θ)
8: P = (x1, y1)
9: Q = (x2, y2)

10: Mapp(P,Q)
11: θ ← θ + 45o

12: end for
13: Mapp(C1, C2)
14: end procedure

8. EXPERIMENTS
We have experimented to transform a given image ‘Fig.3.a’ into
the 8 different form of poses[6], where template poses are given
in column-1, the outputs of our experiments are shown in column-
2, the original images in the pos of template images are shown in
column-3 and computed measurement of similarity by equation-6
Sim(Image1, Image2) ranges from 1 to 0 of the outputs and the
original images are shown in column-4 respectively in Fig.9.

9. SIMILARITY MEASURE OF TWO MAPPED
FACE IMAGES

For any two given images A and B we found mapped vector as
VA = (a1, a2, . . . , an) and VB = (b1, b2, . . . , bn) using our pro-
posed image mapping algorithm. Here the values of a1, a2, . . . , an
are the intensity values of ith mapping point of image A, i =
1, 2, . . . , n, and similarly for image B. Thus we have

VA = (a1, a2, . . . , an), ai = [0, 255] (1)

VB = (b1, b2, . . . , bn), bi = [0, 255] (2)
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Fig. 9. Result of face transformation of a given image from Fig.3.a. 8 dif-
ferent poses are presented from row no 1 to 8. 1st column represents the
templates to transform, 2nd column is the outputs of our experiment, 3rd

column is the actual real images for comparisons with our output, 4th col-
umn represents Sim(Output,Original) = similarity between output and
original image. All these images are taken from ExtendedYaleB database

where i = 1, 2, . . . , n. We divide the vectors VA and VB by 255 so
that we can get euclidian distance between in these vectors in the
range of [0, 1], therefore from equation-1, 2 we get

VA = (a1, a2, . . . , an), ai = [0, 1] (3)

VB = (b1, b2, . . . , bn), bi = [0, 1] (4)

where i = 1, 2, . . . , n. Now Euclidean Distance δ for VA and VB

is as given below

δ(VA, VB) =

√√√√ n∑
i=1

(ai − bi)2 = [0,
√
n] (5)

Table 3. Specifications of the FG-NET aging database
Total number of images 1002
Number of subjects 82
Number of images per
subject

6 to 18 (on average 12 images/subject)

Minimum age in year 0
Image Type JPG images, color or grey scale images
Image Resolution Variable - approximately 400x500

Conditions encountered
on images from the
database

Illumination Varying
Pose Varying
Expression Varying
Beards Yes
Moustaches Yes
Spectacles Yes
Hats Yes

Now we calculate similarity between image A and B as
Sim(A,B)

Sim(A,B) = 1− δ(VA, VB)√
n

= [1, 0] (6)

10. DATABASES
FGNET Aging database: The Face and Gesture Recognition Re-
search Network (FG-NET) provides an image database containing
face images showing a number of subjects at different ages. The
database has been developed in an attempt to assist researchers who
investigate the effects of aging on facial appearance. For each im-
age in the database the corresponding points file is available. Point
files contain the pixel coordinates of 68 landmarks points located
on the face. The positions of the landmarks are shown as green
spots in the Fig. 8. The specification of this database is described
in table-10.
The Extended Yale Face Database B[6]: The extended Yale Face
Database B contains 16128 images of 28 human subjects (Fig.10)
under 9 poses and 64 illumination conditions.

11. CONCLUSION
We developed a method to perform the automatic transformation
of one face images into another using our proposed triangle based
mapping algorithm. In this work we have described the recent ad-
vances in the field of image morphing and image transformation.
Here we do not need any training set of faces to obtain any model.
This is a very simple technique that works for any type of face im-
ages, that means face image may be taken from any angle or may be
of any posed. As a future work we plan to construct synthesis face
image at older ages of given face image of a child. This work may
be extended in animated movie field to act for a particular face by
any given face. As a future work this method may be used in poly-
morphing also, polymorphing: morphing among multiple images
involves a blend of several images at once.
In this work we got the scarcity of available tools to detecting the
landmark points for a face image. We feel the importance of this
type of tool and as our future work we are in the way of developing
a useful tool to detect the landmark points.
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Fig. 10. Samples of 28 human subjects in Extended Yale Face Database B
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