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#### Abstract

In this paper, a maximal triangle free graph has been generated from the complete graph $K_{2 m+3}$ for $m \geq 2$ by deleting $\left(m^{2}+3 m+1\right)$ number of edges. In addition, two theorems have been established for it. Finally, an algorithm has been developed under different cases to solve the traveling salesman problem when the weights of the edges are non-repeated of the complete graph $K_{2 m+3}$ for $m \geq 2$.
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## 1. INTRODUCTION

One of the areas of Mathematics which is most commonly used in all fields of scientific investigation is that of graph theory. Graph theory has wide range of applications in computer science, networking problems and in connectivity. The triangle free graph is an undirected graph in which no three vertices form a triangle of edges, and it has many properties. The triangle finding problem is the problem of determining whether a graph is triangle free or not. When the graph does contain a triangle, algorithms are often required to output three vertices which form a triangle in the graph. One way to generate triangle free graphs in which all independent sets are small is the triangle free process in which one generates a maximal triangle free graph by repeatedly adding randomly chosen edges that do not complete a triangle. Much research about triangle free graph has been focused on graph theory. Researcher like Woodall[1], Shi[2], Goddard[3], Furedi[4], Briegmann[5] and Brandt[6] produced important work on triangle free graph. In 1973, Woodall defined the binding number of a graph, $\operatorname{bind}(G)$, and obtained some useful results and conjectures. It is known that the binding number of a $\operatorname{graph}(G), \operatorname{bind}(G)$, is the largest number $c$ such that $|N(X)| \geq \min (c|X|,|V(G)|)$ for every sub set $X \subseteq V(G)$, where $V(G)$ is the vertex set of $G$, and $N(X)=U_{u \in X} N(u), N(u)$ denotes the set of vertices adjacent to $u$. He further proposed some conjectures related to binding number which reflected the property of Hamiltonian graph. Shi[2], in his paper, proved the Woodall's conjecture B[1], "if $\operatorname{bind}(G) \geq \frac{3}{2}$, then $G$ contains a triangle. Shi[2] also proved that if $\operatorname{bind}(G) \geq \frac{3}{2}$, then each vertex is contained in a 4 -cycle, each edge is contained in a 5 -cycle when $V(G) \geq 11$ and there exists a 6 -cycle in $G$. Goddard and Kleitman[3] shown that a minimal triangle free graph on $n$ vertices with minimum degree $\delta$ contains an independent set of size $(3 \delta-n)$ vertices which have identical neighborhoods. They also proved Woodall's conjecture $\mathrm{B}[1]$ that if the binding number of a graph is at least $\frac{3}{2}$, then it has a triangle and they claim that their proof is much simpler than Shi's[2] proof of the triangle part of the Woodall's conjecture B[1]. Füredi, Reimer \& Seress[4] in their paper established some useful results for maximal triangle free graph. András Hajnal proposed the triangle free game. Starting with
the empty graph on $n$ points, two players alternatingly pick edges with restriction that no player may complete a triangle. The score is the total number of edges drawn and the first player's objective is to obtain as high as possible. Füredi, Reimer \& Seress[4] showed that the first player can achieve a score of $\Omega(n \log n)$. The result will follow from a lower bound on the minimum number of edges in a maximal triangle free graph containing a large matching. More generally, they determine the asymptotic behavior of the minimum number of edges in maximal triangle free graphs containing a matching of size $\lfloor n / 2\rfloor$ and having each vertex valency $\leq D$. Brügman, Komusiewicz and Moser[5] shown that the problem to decide whether a graph can be made triangle free with at most $k$ edge deletions remains NP-complete even when restricted to a planar graph of maximum degree seven. Moreover, Brügman, Komusiewicz and Moser[5], provide polynomial-time data reduction rules for this problem and obtain problem kernels consisting of $6 k$ vertices for general graph and $\frac{11 k}{3}$ vertices for planar graphs. Brandt, Brinkmann and Harmuth[6], present an efficient algorithm for generating maximal triangle free graph. A program based on this algorithm has been used to check a conjecture of Erdös about the local density of triangle free graphs and turned out to be very powerful for the computation of triangle Ramsey numbers. But the properties of triangle free graph for traveling salesman problem has been rarely used. It is well known that the traveling salesman problem is a NP-complete problem and there is no algorithm to find out the least cost route of a traveler for any arbitrary Hamiltonian graph. Kalita[7] forwarded some methods to determine the least cost route of a traveler of the complete weighted graph. Thereafter Kalita[8] developed another technique to determine the least cost route of traveling salesman problem by applying the TEEP graphs. Moreover, Kalita[9] discussed some structures of non-isomorphic Hamiltonian sub graphs of complete graph and forwarded a new technique to determine the least cost route of traveling salesman problem. Recently, Kalita[10] studied some structures of simple non-isomorphic Hamiltonian sub graphs of the form $H(2 m+3,6 m+3)$ in the complete graph $K_{2 m+3}$ for $m \geq 2$. Further he found various structures of the form $H(2 m+3,6 m+3)$ for $m \geq 2$ and some of them have been found to give some forms of metal atom cluster compound of chemistry. Finally, Kalita[10] established an algorithm to solve the traveling salesman problem when the weights of edges of the complete graph $K_{2 m+3}$ for $m \geq 2$ are non-repeated. Dutta, Kalita and Baruah[11] studied Hamiltonian circuits and edge disjoint Hamiltonian circuits of various types of regular sub graph of the complete graph $K_{2 m+2}$ for $m \geq 2$. They also discussed the perfect matching of this type of regular sub graph of various degrees and finally, they have forwarded an algorithm to solve the traveling salesman problem for different cases. Recently, they discussed in the paper[12] about the application of regular planar sub graphs of the complete graph $K_{2 m+2}$ for $m \geq 2$. In addition, they have developed an algorithm to determine the best possible shortest route of traveling salesman problem. Very recently, a heuristic
technique for traveling salesman problem has been discussed in [13] under different cases of the complete graph $K_{2 m+2}$ for $m \geq 2$, i.e., when $2 m+2$ consecutive greatest weights for $m \geq 2$ are incident with a vertex and $2 \leq$ number of equal weights $\leq 2 m$ are incident with another vertex. In addition, Choudhury and Kalita[13] forwarded two theorems. Choudhury, Dutta and Kalita[14] study different types of factorial graphs of the complete graphs $K_{6 m-2}, K_{6 m+2}$, $K_{6 m}$ for $m \geq 1$. Some theoretical investigation related to 3 -factors, 2 -factors and 1 -factors have been discussed in [14]. Finally, an algorithm for traveling salesman problem has been developed.

In this paper, a theorem has been established to construct a maximal triangle free graph from the complete graph $K_{2 m+3}$ for $m \geq 2$ and thereafter, a theorem is forwarded to find the number of Hamiltonian circuits in the maximal triangle free graph. Finally, an algorithm has been developed to determine the least cost route of a traveler.
The paper is organized as follows: The section 1 includes the introduction part containing the works of other researchers. Section 2 includes notations and terminologies. In section 3, two theorems are stated and proved. Section 4 includes an algorithm. Section 5 explains experimental result, and the conclusion is included in section 6.

## 2. NOTATION AND TERMINOLOGY

The notation and terminologies are drawn from the standard references [1-14]. The complete graph $K_{2 m+3}$ for $m \geq 2$ is considered to generate a maximal triangle free graph. It is known that a maximal triangle free graph is one which does not contain the triangle $K_{3}$ but the addition of any edge would create a triangle. The cost matrix of a traveler is always considered for odd number cities.

Consider the complete graph $K_{2 m+3}$ for $m \geq 2$. There are $(2 m+3)$ vertices and $(2 m+3)(m+1)=2 m^{2}+5 m+3$ edges in the complete graph $K_{2 m+3}$ for $m \geq 2$, the degree of each of the vertex being $(2 m+2)$. It is well known that the number of Hamiltonian circuits in $K_{2 m+3}$ for $m \geq 2$ is $\frac{(2 m+2)!}{2}$.

## 3. THEOREMS

3.1 Theorem: Let $K_{2 m+3}$ for $m \geq 2$ be a complete graph. If ( $m^{2}+3 m+1$ ) number of edges are deleted from the complete graph $K_{2 m+3}$ in such a way that the degree of one vertex is always two and the degree of remaining $(2 m+2)$ number of vertices is $(m+1)$, then there exists a maximal triangle free graph.
Proof: The theorem will be proved for three cases.
Case 1: When all edges of the cycle $C_{2 m+3}$ of the complete graph $K_{2 m+3}$ for $m \geq 2$ are fixed.
Proof: Let $K_{2 m+3}$ for $m \geq 2$ be a complete graph. Keeping all edges of the cycle $C_{2 m+3}$ for $m \geq 2$ fixed, let $(2 m+2)$ number of edges connecting the alternate vertices i.e., $\left\{v_{1} v_{3}, v_{2} v_{4}, v_{3} v_{5}, v_{4} v_{6}, \cdots \cdots, v_{2 t-1} v_{2 t+1}, v_{2 s} v_{2 s+2}, v_{2 m+3} v_{2}\right\}$ where $1 \leq t \leq m+1,1 \leq s \leq m$ for $m \geq 2$ be deleted. Then the complete graph $K_{2 m+3}$ for $m \geq 2$ reduces to a graph in which degree of each of the $(2 m+1)$ vertices become $2 m$ and other two vertices viz. $v_{1}$ and $v_{2 m+2}$ having degree $(2 m+1)$ for $m \geq 2$ [Figure-2 for $m=2$ and Figure- 6 for $m=3$ ]. Now arranging the $(2 m+2)$ number of deleted edges as mentioned above in successive order as

$$
\left\{\begin{array}{c}
v_{1} v_{3}, v_{3} v_{5}, v_{5} v_{7}, \cdots, v_{2 t-1} v_{2 t+1}, v_{2 m+3} v_{2}, v_{2} v_{4}, v_{6} v_{8}, \cdots \\
v_{2 s} v_{2 s+2}
\end{array}\right\}
$$

where $1 \leq t \leq m+1,1 \leq s \leq m$ for $m \geq 2$ it is found that they form a Hamiltonian path. Let this path be denoted by $P$. Then

$$
P=v_{1} v_{3} v_{5} \cdots \cdots v_{2 t-1} v_{2} v_{4} v_{6} \cdots \cdots v_{2 s}
$$

where $1 \leq t \leq m+2,1 \leq s \leq m+1$ for $m \geq 2$. Let the edge $v_{2 m+2} v_{1}$ for $m \geq 2$, joining the two vertices $v_{1} \& v_{2 m+2}$ having degree $(2 m+1)$ be deleted. Then the complete graph $K_{2 m+3}$ for $m \geq 2$ reduce to a regular graph of degree $2 m$ for $m \geq 2$ [Figure- 3 for $m=2$ and Figure- 7 for $m=3$ ]. Now adding the edge $v_{2 m+2} v_{1}$ for $m \geq 2$ with the path $P$, a Hamiltonian circuit is formed, which contains all $(2 m+2)$ number of earlier deleted edges for $m \geq 2$. Let the Hamiltonian circuit be denoted by $W$. Then

$$
W=v_{1} v_{3} v_{5} \cdots \cdots v_{2 t-1} v_{2} v_{4} v_{6} \cdots \cdots v_{2 s}
$$

where $1 \leq t \leq m+2,1 \leq s \leq m+1$ for $m \geq 2$.
After deletion of the Hamiltonian circuit $W$, containing $(2 m+3)$ number of edges from the complete graph $K_{2 m+3}$ for $m \geq 2$, another ( $m^{2}+m-2$ ) number of edges are deleted keeping in mind that all edges of the cycle $C_{2 m+3}$ for $m \geq 2$ remain fixed. These $\left(m^{2}+m-2\right)$ numbers of edges to be deleted in the following way (Table-1) for different values of $m$.

After deleting altogether $\left(m^{2}+3 m+1\right)$ number of edges, the complete graph $K_{2 m+3}$, for $m \geq 2$ reduces to a maximal triangle free graph. This maximal triangle free graph contains $\left(m^{2}+2 m+2\right)$ number of edges in which one vertex has degree two and the degree of each of the remaining $(2 m+2)$ vertices is $(m+1)$ [Figure-4 for $m=2$ and Figure-8 for $m=2]$. This completes the proof.
Case2: When all edges of the cycle $C_{2 m+3}$ of the complete graph $K_{2 m+3}$ for $m \geq 2$ are deleted.
Proof: Let $K_{2 m+3}$ for $m \geq 2$ be a complete graph. Let $(2 m+2)$ number of edges incident at different vertices along the cycle $C_{2 m+3}$ be deleted. Let these $(2 m+2)$ number of edges be $\left\{v_{1} v_{2}, v_{2} v_{3}, \cdots \cdots, v_{t} v_{t+1}\right\}$ where $1 \leq t \leq 2 m+2$ for $m \geq 2$. Then the complete graph $K_{2 m+3}$ for $m \geq 2$ reduces to a graph in which degree of each of the $(2 m+1)$ vertices becomes $2 m$ and two vertices viz. $v_{1}$ and $v_{2 m+3}$ having degree $(2 m+1)$ for $m \geq 2$ [Figure-10 for $m=2$ and Figure-14 for $m=3$ ]. Now these $(2 m+2)$ numbers of deleted edges form a Hamiltonian path. Let this path be denoted by $Q$. That is $Q=v_{1} v_{2} v_{3} v_{4} \cdots \cdots v_{t} v_{t+1}$ where $1 \leq t \leq 2 m+2$ for $m \geq 2$. Let the edge $v_{2 m+3} v_{1}$ joining the two vertices $v_{1}$ and $v_{2 m+3}$ for $m \geq 2$ having degree $(2 m+1)$ be deleted. Then the complete graph $K_{2 m+3}$ for $m \geq 2$ reduce to a regular graph of degree $2 m$ for $m \geq 2$ [Figure-11 for $m=2$ and Figure-15 for $m=3$ ]. Now adding the edge $v_{2 m+3} v_{1}$ for $m \geq 2$ with path $Q$, a Hamiltonian circuit is formed which contains all $(2 m+2)$ number of earlier deleted edges for $m \geq 2$. Let the Hamiltonian circuit be denoted by $T$.

Then $\quad T=v_{1} v_{2} v_{3} v_{4} v_{5} v_{6} v_{7} \cdots \cdots v_{t} v_{t+1} v_{2 m+3} v_{1} \quad$ where
$1 \leq t \leq 2 m+2$ for $m \geq 2$. $1 \leq t \leq 2 m+2$ for $m \geq 2$.

After deletion of the Hamiltonian circuit $T$, containing $(2 m+3)$ number of edges from the complete graph $K_{2 m+3}$ for $m \geq 2$, another $\left(m^{2}+m-2\right)$ number of edges for $m \geq 2$ are deleted. These ( $m^{2}+m-2$ ) number of edges for $m \geq 2$ to be deleted in the following way (Table-2) for different values of $m$.
After deleting altogether $\left(m^{2}+3 m+1\right)$ number of edges, the complete graph $K_{2 m+3}$ for $m \geq 2$ reduces to a maximal triangle free graph. This maximal triangle free graph contains $\left(m^{2}+2 m+2\right)$ number of edges in which one vertex has
degree two and the degree of each of the remaining $(2 m+2)$ number of vertices is $(m+1)$ [Figure- 12 for $m=2$ and Figure-16 for $m=3]$. This completes the proof.

Case 3: When $(2 m+2)$ number of edges incident at different vertices of which $(2 m-1)$ number of edges along the cycle $C_{2 m+3}$ of the complete graph $K_{2 m+3}$ for $m \geq 2$ are deleted.
Proof: Let $K_{2 m+3}$ for $m \geq 2$ be a complete graph. Let $(2 m+2)$ number of edges incident at different vertices but few of them, i.e., $(2 m-1)$ number of edges are along the cycle $C_{2 m+3}$ be deleted. Let these $(2 m+2)$ number of edges be
$\left\{v_{1} v_{3}, v_{3} v_{2}, v_{2} v_{4}, v_{t+3} v_{t+4} \cdots \cdots, v_{2 m+1} v_{2 m+3}, v_{2 m+3} v_{2 m+2}\right\}$ where $1 \leq t \leq 2 m-3$ for $m \geq 2$. Then the complete graph $K_{2 m+3}$ for $m \geq 2$ reduces to a graph in which degree of each of the $(2 m+1)$ vertices becomes $2 m$ and two vertices viz. $v_{1}$ and $v_{2 m+2}$ having degree $(2 m+1)$ for $m \geq 2$ [Figure-18 for $m=2$ and Figure-22 for $m=3]$.

Now these $(2 m+2)$ numbers of deleted edges form a Hamiltonian path. Let this path be denoted by $L$. Then $L=v_{1} v_{3} v_{2} v_{4} \cdots \cdots v_{t+3} v_{t+4} \cdots \cdots v_{2 m+1} v_{2 m+3} v_{2 m+2} \quad$ where $1 \leq t \leq 2 m-3$ for $m \geq 2$. Let the edge $v_{2 m+2} v_{1}$ for $m \geq 2$ joining the two vertices $v_{1}$ and $v_{2 m+2}$ having degree $(2 m+1)$ be deleted. Then the complete graph $K_{2 m+3}$ for $m \geq 2$ reduce to a regular graph of degree $2 m$ for $m \geq 2$ [Figure-19 for $m=2$ and Figure-23 for $m=3$ ]. Now adding the edge $v_{2 m+2} v_{1}$ for $m \geq 2$ with path $L$, a Hamiltonian circuit is formed which contains all the $(2 m+2)$ number of earlier deleted edges for $m \geq 2$. Let the Hamiltonian circuit be denoted by $J$. That is
$J=v_{1} v_{3} v_{2} v_{4} \cdots \cdots v_{t+3} v_{t+4} \cdots \cdots v_{2 m+1} v_{2 m+3} v_{2 m+2} v_{1}$ where $1 \leq t \leq 2 m-3$ for $m \geq 2$.
After deletion of the Hamiltonian circuit $J$, containing ( $2 m+$ 3) number of edges from the complete graph $K_{2 m+3}$ for $m \geq 2$, another ( $m^{2}+m-2$ ) number of edges for $m \geq 2$ are deleted. These ( $m^{2}+m-2$ ) number of edges for $m \geq 2$ to be deleted in the following way (Table-3) for different values of $m$.
After deleting altogether $\left(m^{2}+3 m+1\right)$ number of edges, the complete graph $K_{2 m+3}$ for $m \geq 2$ reduces to a maximal triangle free graph. This maximal triangle free graph contains $\left(m^{2}+2 m+2\right)$ number of edges in which one vertex has degree two and the degree of each of the remaining $(2 m+2)$ number of vertices is $(m+1)$ [Figure- 20 for $m=2$ and Figure- 24 for $m=3]$. This completes the proof.
Hence, from the above three cases, it is seen that there exist a maximal triangle free graph.

Theorem 4.3.2: The number of Hamiltonian circuits of the maximal triangle free graph obtained in Theorem 3.1 is always $\{(n+1)!\}^{2}$ for $n \geq 1$ for simultaneous change of $m \geq 2$.
Proof: It is known that the number of edges of the complete graph $K_{2 m+3}$ for $m \geq 2$ is $\left(2 m^{2}+5 m+3\right)$ and the number of Hamiltonian circuits is $\frac{(2 m+2)!}{2}$. It is clear that the existence of the maximal triangle free graph from the complete graph $K_{2 m+3}$ for $m \geq 2$ is possible (Theorem 3.1). It can be shown that there are $\{(n+1)!\}^{2}$ number of Hamiltonian circuits for $n \geq 1$ with simultaneous changes for $m \geq 2$.
It will be proved by induction method. It is seen that the result is true for $n=1$ when $m=2$, i.e., there are $(2!)^{2}=4$ Hamiltonian circuits when $n=1$ and $m=2$ [Figure-25a to Figure-25d for Case1, as stated in Theorem 3.1 and Figure-25e to Figure-25h for Case $2 \&$ Case 3, as mentioned in Theorem 3.1]. Similarly it can be verified that the number of

Hamiltonian circuits of the maximal triangle free graph obtained from the complete graph $K_{2 m+3}$ is $(3!)^{2}=6^{2}=36$ when $n=2$ and $m=3$ [only four circuits from Figure-26a to Figure-26d for Case1 and Figure-26e to Figure-26h for Case 2 \& Case 3 is shown].
Suppose that the result is true for $m=k$ and $n=x<k$. Then the number of Hamiltonian circuits is $\{(x+1)!\}^{2}$. Now, to show that the result is true for $m=k+1$ and $n=x+1<k+1$. Since according to the theorem the values of $m$ start from 2, simultaneously, the values of $n$ also start from 1. Therefore, $k+1 \geq 2 \Rightarrow k \geq 1$ and

$$
\begin{aligned}
{[\{(x+1)+1\}!]^{2} \geq 4 } & \Rightarrow\{(x+2)!\}^{2} \geq(2!)^{2} \\
& \Rightarrow(x+2)!\geq 2!. \text { This gives } x \geq 0 .
\end{aligned}
$$

This is true for all values of $m \geq 2$ and all values of $n \geq 1$.

## 4. ALGORITHM

Input: Let $K_{2 m+3}$ for $m \geq 2$ be a complete weighted graph.
Output: Find the least cost route.
Case1: When $(2 m+2)$ number of consecutive greatest weights incident at different vertices of the complete graph $K_{2 m+3}$ for $m \geq 2$, but not along edges of the cycle $C_{2 m+3}$.
Step 1: Keeping edges of the cycle $C_{2 m+3}$ for $m \geq 2$ fixed, delete $(2 m+2)$ number of consecutive greatest weights incident at different vertices of the complete graph $K_{2 m+3}$ for $m \geq 2$ such that they form a path.
Step 2: Observe that the degrees of two vertices of the graph obtained in Step 1 become $(2 m+1)$ and the remaining $(2 m+1)$ vertices become $2 m$ for $m \geq 2$.
Step 3: Delete the edge (irrespective of the weight) joining the two vertices having degree $(2 m+1)$ from the graph obtained in Step 2.
Step 4: Observe that the graph obtained in Step 3 is a regular sub graph of the complete graph $K_{2 m+3}$ of degree $2 m$ for $m \geq 2$.
Step 5: From the graph obtained in Step 4, keeping edges of the cycle $C_{2 m+3}$ for $m \geq 2$ fixed, delete another ( $m^{2}+m-2$ ) number of edges attached with greatest weights, other than $(2 m+2)$ number of consecutive greatest weights already deleted in Step 1.
Step 6: Observe that the graph $K_{2 m+3}$ for $m \geq 2$ obtained in Step 5 is reduced to a maximal triangle free graph in which degree of one vertex is always two and the degree of each of the remaining $(2 m+2)$ number of vertices is $(m+1)$.
Step 7: Choose the vertex having degree two as the initial vertex from the graph obtained in Step 6.
Step 8: Select the next vertex through the minimum weighted edge.
Step 9: Continue this process of selecting new vertices to the preceding stage of a Hamiltonian circuit.
Step 10: Go to the initial vertex to obtain the Hamiltonian circuit, which will be the least cost route of the traveler.
Step 11: Stop
Case 2: When $(2 m+2)$ number of consecutive greatest weights incident at different vertices along edges of the cycle $C_{2 m+3}$ of the complete graph $K_{2 m+3}$ for $m \geq 2$. Step 12: Delete $(2 m+2)$ number of consecutive greatest weights incident at different vertices along edges of the cycle of the complete graph $K_{2 m+3}$ for $m \geq 2$.
Step 13: Observe that the degrees of two vertices of the graph obtained in Step 12 become $(2 m+1)$ and the remaining $(2 m+1)$ vertices become $2 m$ for $m \geq 2$.
Step 14: Delete the edge (irrespective of the weight) joining the two vertices having degree $(2 m+1)$ from the graph obtained in Step 13.

Step 15: Observe that the graph obtained in Step 14 is a regular sub graph of the complete graph $K_{2 m+3}$ of degree $2 m$ for $m \geq 2$.
Step 16: From the graph obtained in Step 15, delete another $\left(m^{2}+m-2\right)$ number of edges attached with greatest weights, other than $(2 m+2)$ number of consecutive greatest weights already deleted in Step 12.
Step 17: Observe that the graph $K_{2 m+3}$ for $m \geq 2$ obtained in step 16 is reduced to a maximal triangle free graph in which degree of one vertex is always two and the degree of each of the remaining $(2 m+2)$ number of vertices is $(m+1)$.
Step 18: Go to step 7 to step 11 .
Case 3: When $(2 m+2)$ number of consecutive greatest weights incident at different vertices but few of them along edges of the cycle $C_{2 m+3}$ of the complete graph $K_{2 m+3}$ for $m \geq 2$.
Step 19: Delete $(2 m+2)$ number of consecutive greatest weights incident at different vertices in which few of them along edges of the cycle of the complete graph $K_{2 m+3}$ for $m \geq 2$.
Step 20: Observe that the degrees of two vertices of the graph obtained in Step 19 become $(2 m+1)$ and the remaining $(2 m+1)$ vertices become $2 m$ for $m \geq 2$.
Step 21: Delete the edge (irrespective of the weight) joining the two vertices having degree $(2 m+1)$ from the graph obtained in Step 20.
Step 22: Observe that the graph obtained in Step 21 is a regular sub graph of the complete graph $K_{2 m+3}$ of degree $2 m$ for $m \geq 2$.
Step 23: From the graph obtained in Step 22, delete another $\left(m^{2}+m-2\right)$ number of edges attached with greatest weights, other than $(2 m+2)$ number of consecutive greatest weights already deleted in Step 19.
Step 24: Observe that the graph $K_{2 m+3}$ for $m \geq 2$ obtained in step 23 is reduced to a maximal triangle free graph in which degree of one vertex is always two and the degree of each of the remaining $(2 m+2)$ number of vertices is $(m+1)$.
Step 25: Go to step 7 to step 11.

## 5. EXPERIMENTAL RESULT FOR ALGORITHM

Example [case1]: The following cost matrix (Table-4) is considered for seven cities (i.e., for $m=2$ of $K_{2 m+3}$ ). From the Table-4, a complete graph of seven vertices is drawn [Figure-27], where the edges of weights 60, 56, 51, 47, 42, 38 are incident at different vertices. Now, Step 2 of the algorithm has been applied and the graph obtained is shown in Figure-28. Thereafter, Step 4 as discussed in the algorithm has been applied and the graph so obtained is shown in Figure-29, which
is a regular graph. Now, Step 6 of the algorithm has been applied and a maximal triangle free graph is obtained having one vertex of degree two and remaining six vertices of degree three[Figure-30]. Then, Step 7 to Step 12 has been applied to obtain the least cost route as $A \rightarrow B \rightarrow C \rightarrow F \rightarrow E \rightarrow D \rightarrow G \rightarrow A$ with weights equal to 81 . This is the least cost route out of the total Hamiltonian circuit 360 , as $K_{2 m+3}$ has 360 Hamiltonian circuits for $m=2$.
Example [case 2]: The following cost matrix (Table-5) is considered for seven cities (i.e., for $m=2$ of $K_{2 m+3}$ ). From the Table-5, a complete graph of seven vertices is drawn [Figure-31]. Now, Step 13 of the algorithm has been applied and the graph obtained is shown in Figure-32. Thereafter, Step 15 as discussed in the algorithm has been applied and the graph so obtained is shown in Figure-33, which is a regular graph. Now, Step 17 of the algorithm has been applied and a maximal triangle free graph is obtained having one vertex of degree two and remaining six vertices of degree three [Figure-34]. Then, Step 19 to Step 20 has been applied to obtain the least cost route as $A \rightarrow D \rightarrow F \rightarrow B \rightarrow G \rightarrow C \rightarrow E \rightarrow A$ with weights equal to 80.

Example [case 3]: The following cost matrix (Table-6) is considered for seven cities (i.e., for $m=2$ of $K_{2 m+3}$ ). From the Table-6, a complete graph of seven vertices is drawn [Figure-35]. Now, Step 21 of the algorithm has been applied and the graph obtained is shown in Figure-36. Thereafter, Step 23 as discussed in the algorithm has been applied and the graph so obtained is shown in Figure-37, which is a regular graph. Now, Step 25 of the algorithm has been applied and a maximal triangle free graph is obtained having one vertex of degree two and remaining six vertices of degree three [Figure-38]. Then, Step 27 to Step 28 has been applied to obtain the least cost route as $A \rightarrow E \rightarrow B \rightarrow G \rightarrow C \rightarrow F \rightarrow D \rightarrow A$ with weights equal to 59 is found.

## 6. CONCLUSION

The increases in the number of vertices in a graph definitely increase the complexity of studying some graphs of practical uses which is of academic interest. This demands to reduce the number of vertices and triangle free graph by means of deletion of edges can be helpful in this sense. It is well known to all, that a complete graph of vertices seven consists of 360 Hamiltonian circuits. But in this investigation, it is reported that by constructing triangle free graph out of it merely studying four Hamiltonian circuits, the process can be completed very easily in a very short span of time. It can be claimed that the maximal triangle free graph has played an important role in finding out the solution of traveling salesman problem, which is a new direction of traveling salesman problem.

Table-1

|  | $1 \leq k \leq m-1$ | $1 \leq i \leq 2 m-1$ | $1 \leq j \leq 2 m-3$ | $1 \leq l \leq 2 m-5$ | $1 \leq p \leq 2 m-7$ | $\ldots$ | $\ldots$ | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m=2$ | $v_{1} v_{2 k+2}$ | $v_{i} v_{i+4}$ |  |  |  | . | $\cdots \cdot$ | . . . |
| $m=3$ | $v_{1} v_{2 k+2}$ | $v_{i} v_{i+4}$ | $v_{j} v_{j+6}$ |  |  | . . | $\cdots$ | $\cdots$ |
| $m=4$ | $v_{1} v_{2 k+2}$ | $v_{i} v_{i+4}$ | $v_{j} v_{j+6}$ | $v_{l} v_{l+8}$ |  | $\cdots \cdot$. | $\cdots \cdot$. | $\cdots$ |
| $m=5$ | $v_{1} v_{2 k+2}$ | $v_{i} v_{i+4}$ | $v_{j} v_{j+6}$ | $v_{l} v_{l+8}$ | $v_{p} v_{p+10}$ | . . . | . . . | - . . |
| - . . | $\cdots \cdots$ | - | -••• | $\cdots$ | -••• | $\cdots$ | $\cdots$ | $\cdots$ |
| . . . | -••• | $\cdots \cdot \cdots$ | - | $\cdot$ |  | . . . | $\cdots$ | $\cdots$ |

Table-2

|  |  | $1 \leq p \leq m-1$ | $1 \leq i \leq m-1$ | $1 \leq j \leq m-1$ | $1 \leq k \leq m-2$ | $1 \leq l \leq m-3$ | $1 \leq q \leq m-4$ | $\cdots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m=2$ | $v_{2 m+1} v_{2 m+3}$ |  | $v_{1} v_{i+2}, v_{1} v_{i+5}$ | $v_{2} v_{j+3}$ |  |  |  | $\cdots$ |
| $m=3$ | $v_{2 m+1} v_{2 m+3}$ | $v_{m+3} v_{p+7}$ | $v_{1} v_{i+2}, v_{1} v_{i+6}$ | $v_{2} v_{j+3}$ | $v_{3} v_{k+4}$ |  |  | $\cdots$ |
| $m=4$ | $v_{2 m+1} v_{2 m+3}$ | $v_{m+3} v_{p+8}$ | $v_{1} v_{i+2}, v_{1} v_{i+7}$ | $v_{2} v_{j+3}$ | $v_{3} v_{k+4}$ | $v_{4} v_{l+5}$ |  | $\cdots$ |
| $m=5$ | $v_{2 m+1} v_{2 m+3}$ | $v_{m+3} v_{p+9}$ | $v_{1} v_{i+2}, v_{1} v_{i+8}$ | $v_{2} v_{j+3}$ | $v_{3} v_{k+4}$ | $v_{4} v_{l+5}$ | $v_{5} v_{q+6}$ | $\ldots$ |
| ...... | ............ | ........... | ............ | ....... | .......... | ...... | ....... | $\cdots$ |
| $\ldots$ | .............. | ............ | ............. | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |

Table-3

|  |  | $\begin{gathered} 1 \leq i \leq \\ m-2 \end{gathered}$ | $\begin{gathered} 1 \leq j \leq \\ m-2 \end{gathered}$ | $\begin{gathered} 1 \leq k \leq \\ m-3 \end{gathered}$ | $\begin{gathered} 1 \leq l \leq \\ m-4 \end{gathered}$ |  |  | $\begin{gathered} 1 \leq p \leq \\ m-1 \end{gathered}$ | $\begin{gathered} 1 \leq q \leq \\ m-2 \end{gathered}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m=2$ | $\begin{gathered} v_{1} v_{2,} v_{3} v_{4} \\ v_{1} v_{2 m+3} \\ v_{2 m+1} v_{2 m+2} \end{gathered}$ |  |  |  |  | $\cdots$ |  |  |  | $\cdots$ | ... |
| $m=3$ | $\begin{gathered} v_{1} v_{2,} v_{3} v_{4} \\ v_{1} v_{2 m+3} \\ v_{2 m+1} v_{2 m+2} \end{gathered}$ | $\begin{gathered} v_{1} v_{i+3} \\ v_{1} v_{m+3+i} \\ v_{2} v_{i+4} \end{gathered}$ |  |  |  | $\cdots$ | $v_{m} v_{m+2}$ | $v_{m+3} v_{m+4+p}$ |  | $\cdots$ | ... |
| $m=4$ | $\begin{gathered} v_{1} v_{2,} v_{3} v_{4} \\ v_{1} v_{2 m+3} \\ v_{2 m+1} v_{2 m+2} \\ \hline \end{gathered}$ | $\begin{gathered} v_{1} v_{i+3} \\ v_{1} v_{m+3+i} \\ v_{2} v_{i+4} \\ \hline \end{gathered}$ | $v_{3} v_{j+4}$ |  |  | $\cdots$ | $v_{m} v_{m+2}$ | $v_{m+3} v_{m+4+p}$ | $v_{m+4} v_{m+5+q}$ | $\cdots$ | $\cdots$ |
| $m=5$ | $\begin{gathered} v_{1} v_{2,} v_{3} v_{4} \\ v_{1} v_{2 m+3} \\ v_{2 m+1} v_{2 m+2} \end{gathered}$ | $\begin{gathered} v_{1} v_{i+3} \\ v_{1} v_{m+3+i} \\ v_{2} v_{i+4} \\ \hline \end{gathered}$ | $v_{3} v_{j+4}$ | $v_{4} v_{k+5}$ |  | $\cdots$ | $v_{m} v_{m+2}$ | $v_{m+3} v_{m+4+p}$ | $v_{m+4} v_{m+5+q}$ |  |  |
| $m=6$ | $\begin{gathered} v_{1} v_{2,} v_{3} v_{4} \\ v_{1} v_{2 m+3} \\ v_{2 m+1} v_{2 m+2} \end{gathered}$ | $\begin{gathered} v_{1} v_{i+3}, \\ v_{1} v_{m+3+i} \\ v_{2} v_{i+4} \end{gathered}$ | $v_{3} v_{j+4}$ | $v_{4} v_{k+5}$ | $v_{5} v_{l+6}$ | $\cdots$ | $v_{m} v_{m+2}$ | $v_{m+3} v_{m+4+p}$ | $v_{m+4} v_{m+5+q}$ | $\cdots$ | ... |
| $\ldots$ | ............ | .......... | ........... | ........... | $\ldots$ | $\cdots$ | $\ldots$ | .............. | ............... | $\cdots$ | $\cdots$ |
| ......... | ............ | ............. | ............. | ........ | ........... | $\ldots$ | ......... | ............. | .............. | $\ldots$ | $\ldots$ |

Table-4

|  | A | B | C | D | E | F | G |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A | $\infty$ | 4 | 60 | 33 | 30 | 42 | 7 |
| B | 4 | $\infty$ | 9 | 38 | 20 | 27 | 36 |
| C | 60 | 9 | $\infty$ | 21 | 47 | 19 | 23 |
| D | 33 | 38 | 21 | $\infty$ | 18 | 56 | 13 |
| E | 30 | 20 | 47 | 18 | $\infty$ | 11 | 51 |
| F | 42 | 27 | 19 | 56 | 11 | $\infty$ | 24 |
| G | 7 | 36 | 23 | 13 | 51 | 24 | $\infty$ |

Table-5

|  | A | B | C | D | E | F | G |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A | $\infty$ | 65 | 39 | 5 | 19 | 40 | 43 |
| B | 65 | $\infty$ | 47 | 37 | 21 | 11 | 7 |
| C | 39 | 47 | $\infty$ | 54 | 17 | 24 | 13 |
| D | 5 | 37 | 54 | $\infty$ | 60 | 8 | 29 |
| E | 19 | 21 | 17 | 60 | $\infty$ | 51 | 31 |
| F | 40 | 11 | 24 | 8 | 51 | $\infty$ | 63 |
| G | 43 | 7 | 13 | 29 | 31 | 63 | $\infty$ |

Table-6

|  | A | B | C | D | E | F | G |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A | $\infty$ | 31 | 51 | 15 | 2 | 33 | 29 |
| B | 31 | $\infty$ | 47 | 42 | 5 | 19 | 7 |
| C | 51 | 47 | $\infty$ | 30 | 23 | 10 | 8 |
| D | 15 | 42 | 30 | $\infty$ | 40 | 12 | 26 |
| E | 2 | 5 | 23 | 40 | $\infty$ | 28 | 38 |
| F | 33 | 19 | 10 | 12 | 28 | $\infty$ | 35 |
| G | 29 | 7 | 8 | 26 | 38 | 35 | $\infty$ |
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