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ABSTRACT 

The web is expanding day-by-day and people generally rely 

on search engines to explore the web. The web has created 

many challenges for information retrieval. Degree of quality 

of the information extracted is one of the major issue to be 

taken care of, and current information retrieval approaches 

need to be modified to meet such challenges. While doing 

query based searching, the search engines return a list of web 

documents containing both relevant and irrelevant pages and 

sometimes show the higher ranking to the irrelevant pages as 

compared to relevant pages. This paper presents a novel 

approach to ignore irrelevant pages in weighted pagerank 

algorithm using text content of the targeted pages. 
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1. INTRODUCTION 
The web is a collection of document pages and hyperlinks that 

interconnect them. It is very large in size and heterogeneous 

in nature. Web is expanding day-by-day and people generally 

rely on search engine to explore the web. The web has created 

many new challenges [1] for information retrieval like huge 

size of web, some pages of the web do not possess the quality 

of self-descriptiveness, degree of quality of the information 

extracted and the conclusion of the knowledge from the 

extracted information and semi-structured nature of web 

pages (i.e. in the form of lists, tables etc.). According to 

Google [2] on 25th July 2008 there were one trillion unique 

URLs on the web. Today the number would be many folds 

than that.  

To manage the rapidly growing size of the web and to retrieve 

only relevant web pages when given a searched query, current 

information retrieval approaches need to be modified to meet 

these challenges. Currently while, doing query based 

searching, the search engine returns a list of web documents 

containing both relevant and irrelevant pages and sometimes 

shows the higher ranking to the irrelevant pages as compared 

to relevant pages. The search engines use one of the following 

approaches to organize search and analyze information on the 

web. In the first approach [3], the search engine selects the 

terms for indexing a web page by analyzing the frequency of 

the words appearing in the target web page. The second 

approach [4, 5, 9, 11] uses the structure of the links appearing 

between pages to identify pages that are often referenced by 

other pages. Another method [6, 7, 10] analyzes the content of 

the pages linked to or from page of interest.  

Due to the heterogeneous nature of the web the retrieval 

approach based on single source of information suffer from 

some weaknesses that can affect the retrieval performance. 

For example, content-based information retrieval approach 

does not consider the link of the page while ranking the page 

and thus affect the quality of web page, while link based 

approach [8, 9,11] can suffer from incomplete or noisy link 

topology. This inadequacy of single source information 

retrieval approaches gives a strong argument for combining 

multiple sources of information as potential strategy for 

information retrieval. In this paper, a novel approach to rank 

relevant pages higher in the retrieved document set is 

presented that considers both analysis of links and analysis of 

text content.  

2. RELATED WORK 
In this section, we review the various existing ranking 

algorithms and their limitations, which are then used as a base 

for ignoring ir-relevant pages in Weighted PageRank 

algorithm. The web is growing tremendously, providing 

proper and relevant information of the highest quality to the 

users based on their search query becomes increasingly 

difficult. This is due to the reason that some web pages are not 

self-descriptive and some pages are made only for navigation 

purpose. Therefore, searching relevant pages through a search 

engine that makes use of hyperlink information is very 

difficult. For ranking of web pages, several algorithms have 

been proposed. Among them are PageRank [14] and 

Hypertext Induced Topic Selection(HITS) [15,16] algorithms. 

PageRank ranks pages based on the link structure of the web 

pages. It measures the importance of the pages by analyzing 

the links [17, 18]. 

2.1 The Hits Algorithm-Hubs and 

Authorities 
In this algorithm, there are two forms of web pages called 

authorities and hubs (see figure1). Authorities are the web 

pages that are pointed to by many hyperlinks whereas web 

pages that point to many hyperlinks are called are called hubs 

[19, 20, 21].   
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                      Fig 1: Hubs and authorities 

Scores assigned to hubs and authorities are computed in a 

mutually reinforcing way. An authority pointed to by several 

highly scored hubs should be a popular authority while a hub 

that points to several highly scored authorities should be an 

important hub [19, 20]. The scores of hubs and authorities are 

calculated as follows [7, 19, 20]: 
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                                                                               (1) 

 

                                                                                      (2)      

Where Ap and Hp are the authority and hub scores of page 

‘p’, respectively. B(p) and I(p) denote the set of referrer and 

reference pages of page ‘p’, respectively. The page’s authority 

score is equal to the sum of hub scores of pages that it points 

to it [9]. Similarly, the page’s hub score is equal to the sum of 

the authority scores of pages that is links to. Computation of 

both is shown in figure 2. 

                  

                                                    

          Fig 2: Computation of Hubs and Authority Scores 

Some problems in the HITS algorithm are as follows [15]:- 

(i) High rank value is given to some popular website that is 

not highly relevant to the given query. 

(ii) Drift to the topic occurs when the hub has multiple topics 

as equivalent weights are given to all the outlinks. 

2.2 PageRank Algorithm 
The PageRank algorithm is the most commonly used 

algorithm for ranking web pages. The PageRank algorithm is 

based on the citation analysis, states that if a page contains 

important links toward it then the links of this page towards 

the other page are also considered important. PageRank takes 

the backlinks into accounts in deciding the rank score. A page 

has a high rank if the sum of the ranks of its backlinks is high 

[14, 18]. Figure 3 illustrate the backlinks (Page ‘U’ is the 

backlinks of page ‘V’ and ‘W’ while page ‘V’ and page ‘W’ 

are backlinks of page ‘X’). 

   

Fig 3: An example of backlinks 

A simplified version of PageRank is given as [18]:- 

                                   

                                            (3) 

Where ‘n’ is the web page for which page rank is dependent 

on the page rank values for each web page m out of the set 

B(n) (i.e. the set of pages that point to n). PR (n) and PR (m) 

are rank scores of page ‘n’ and ‘m’ respectively. N(m) 

represents the number of outgoing links of page ‘m’. c is a 

normalization factor.  

In PageRank algorithm, the rank of a page, ‘p’, is equally 

divided between its outgoing links, which in turn is used to 

calculate the ranks of the pages to which page ‘p’ is pointing. 

If two or more pages are connected to each other to form a 

loop and these pages did not refer to but are referred by other 

webpages outside the loop, they would collect rank but never 

distribute any rank. This is referred to as rank sink [18].  

To solve the rank sink problem, the original PageRank is 

published [14, 18]: 

                                

                                     (4) 

Where ‘d’ damping factor is the probability at each page the 

“random surfer” will get bored and request another random 

page.  

2.3 Weighted PageRank Algorithm  
Weighted PageRank Algorithm [22] is an extension of the 

PageRank. This algorithm assigns a larger rank values to the 

more important pages rather than dividing the rank value of a 

page evenly among its outgoing links. Each outlink gets a 

value proportional to its importance or popularity (number of 

inlinks and outlinks). The importance is determined in terms 

of weight values of inlinks and outlinks denoted as Win
(m,n) 

and Wout
(m,n), respectively.  

Win
(m,n) is the weight of link (m, n) calculated based on the 

number of inlinks of page ‘n’ and the number of incoming 

links of all reference pages of page ’m’. 

                                
     

           
                                          (5) 

Where In and Ip represent the number of inlinks of page ‘n’ 

and page ’p’ respectively. R(m) denotes the reference page list 

of page m. 

Wout
(m,n) is the weight of link (m,n) calculated based on the 

number of outlinks of page ‘n’ and number of outlinks of all 

reference pages of page m.                                           

                                              
      

            
                                                         (6)                                              

 

Where On and Op represent the number of outlinks of page ‘n’ 

and page ‘p’ respectively. R(m) denotes the reference page list 

of page ‘m’. 

Considering the importance of pages, the formula as proposed 

by Wenpu et al [22] is as follows:- 

                             
        

   
            (7) 
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3. PROPOSED WORK 
Though the Weighted PageRank algorithm (see Eq. 7) 

provides important information about a given query by using 

the structure of the website, but it suffer from some 

weaknesses that affect the performance. For example, some 

pages irrelevant to a given query are included in the result as 

well. This is because Weigted PageRank algorithm uses the 

structure of the website and some irrelevant pages get the 

highest rank because of its many existing inlinks and outlinks. 

So to reduce the noise resultant from irrelevant pages, it is 

needed to keep relevant pages higher in the retrieved 

document set. The architecture of the proposed approach is 

shown in figure 4. 

All the link analysis algorithms [8] use the inlinks and 

outlinks of web page to score the target web pages. Initially a 

search engine returns a set of web pages relevant to the given 

search query. This set of web pages is called the root set. Then 

this root set is expanded to obtain a base set of pages that 

directly point to or are pointed to by the pages in the root set.  

After that a hyperlink directed graph (see figure 5) G = (V, E) 

is constructed from the base set with the web pages defining 

the set of nodes V and the links between web pages defining 

the set of edges ‘E’ in the graph. This graph ‘G’ can be 

described by an n x n adjacency matrix A, where aij = 1, if 

there is a link from page i to page j and aij = 0 otherwise. The 

set of nodes that point to node i (backward links) are 

represented by the vector B(i) = { j: aji = 1} and the set of 

nodes that are pointed to by node i (Forward links) are 

represented by the vector F(i) = { j: aij = 1}. 

It proposes an idea to rank the pages based not only on the 

link structure but also by analysis the content of the target 

pages. The proposed method use Vector Space Model (VSM) 

technique to represent each page as a vector of terms. VSM 

computes the relevance of each term to the page [23] using 

the term frequency information to generate weights for all 

terms in a document and represents the document as term 

frequency weight vectors, so that document j is represented by 

the vector   

                              Wij = 1................k  

where,  k is the total number of unique terms appearing in the 

page. 

The weight of a term can be computed using different 

methods. In the proposed method Term Frequency (TF) 

weighting approach [23] is used to compute the weight of the 

term in each page. The weight of an ith term using TF 

weighting is:-  

                               
   
 
                                       (8) 

where tfi is the number of times the ith term appears in the 

document. ‘T’ is the maximum frequency of any term in the 

document. In the same way, one can calculate the effective 

weight of each term in a document and store it in the inverted 

word document table [24] against the corresponding word 

with the document information in its posting list. 

 

 

 

 

 

 

 

 
Fig 5: Hyperlink directed graph, G 
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4. CONCLUSION AND FUTURE SCOPE  
This paper describes ranking scores of pages computed 

through different link analysis ranking algorithms and 

proposed a novel approach to rank relevant pages that 

considers both analysis of links and analysis of text content. 

The new proposed method reduces one of the limitations (i.e. 

including ir-relevant pages in the retrieved set) of Weighted 

PageRank Algorithm while computing the rank of the 

retrieved web pages. The work will extended by applying the 

text content information of the backward and forward 

hyperlinks for page ranking. 
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