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ABSTRACT 

A one-dimensional, four state Kalman tracking filter is 

described for two cases: In case 1, the filter is described 

for position measurements only and in case 2, the filter is 

described for both position and Doppler measurements. 

The filter estimates the range, the range-rate, the range-

acceleration and the range-jerk of a moving target such as 

an aircraft moving with constant jerk perturbed by a plant 

noise of zero mean and constant variance which accounts 

for maneuvers and/or other random factors. In case 1, the 

range coordinate of the vehicle is assumed to be measured 

by a track-while-scan radar sensor and incase 2, the range-

rate (Doppler) measurements are obtained by a track-

while-scan radar sensor which employs pulsed Doppler 

processing such as a moving target detector providing 

unambiguous Doppler data [1,2]. The measurements are 

obtained at uniform sampling intervals of time T seconds 

and all measurements are noisy. The filter structures have 

been defined and the steady state results are given for both 

cases.  

 

1. INTRODUCTION 

Consider a constant jerk filter[3,4] for tracking an aircraft 

moving with a constant jerk perturbed by a plant noise of 

zero mean and constant variance. The filter estimates the 

optimum range, range-rate, range-acceleration and range-

jerk. The position coordinate of the vehicle is assumed to 

be measured by a track-while-scan radar sensor at uniform 

sampling intervals of time T seconds through random noise 

[5-7].. 

2. DYNAMIC MODEL 
The dynamics of the target is assumed to be described by 

the vector matrix equation of the form 

 1n n nX FX W     … (1) 

where                
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,nx ,nx  nx and nx are the vehicle position, velocity, 

acceleration and jerk respectively at scan n, T is the 

sampling time. 
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nW  is the plant noise vector with covariance matrix given 

by 
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3. CASE 1:  MEASUREMENT 

EQUATION FOR RANGE 

MEASUREMENTS ONLY 
The measurement equation may be written as  

 nnn vHXy    … (6) 

ny  is the measured position at scan n and nv  is the 

random noise corrupting the measurement at scan n and  

   

  0001 H   … (7) 

 The statistical properties of the measurement 

noise are assumed to be: 

   0 nvE  

   

   nvE xn  allfor constant   22   
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    0     for n KE v v n k              … (8) 

 

4. CASE 2: MEASUREMENT 

EQUATION FOR BOTH RANGE 

AND RANGE-RATE 

MEASUREMENTS 
The measurement model is assumed to be given by 

 

nnn VHXZ                                        … (9) 

 

where 
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 nxm  is the measured radial range at scan n,  nxm
  is 

the measured range rate at scan n , R  is the covariance 

matrix of the measurement noise. The maneuver noise 

nW  is assumed to be independent of the measurement 

noise V. 

 

5. FILTERING EQUATIONS 
Applying Kalman filtering algorithm to the problem, the 

optimum estimate of the state vector is given by  

  

  nnnnn XHyKXX
~

 
~ˆ          … (11) 

with             

 nn XFX ˆ~
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            nnn PHKIP
~ˆ                     … (15) 

 

nX̂  is the optimum estimate of the state vector after the 

measurement is processed, nX
~

 is the optimum estimate 

of the state vector before the measurement is processed, 

nK  is the Kalman gain vector, nP̂  is the covariance 

matrix of estimation errors after the measurements are 

processed and nP
~

 is the covariance matrix of estimation 

errors before the measurements are processed. 
2

xR   is 

the variance of the measurement noise.  

 

6. STEADY STATE ANALYSIS 
 

In the steady state, 

        PPP nn
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Hence, in the steady state, 13 – 15 may be written as 
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17 may equivalently be expressed as  

 

            
1ˆ  RHPK T

                               … (20) 

 

7. NUMERICAL RESULTS 
The normalized gains and covariances are evaluated for 

the following values of the parameters and the computer 

results are tabulated separately for range measurements 

only case and for both range and range-rate measurements 

only case: 

Parameters:       T = 4 seconds 

                            0509.0x  Km 

                            00190875.0j   Km/s3 

Computer Results for range measurements only Case 1 

Executing the recursive Kalman filter matrix equations 17 

to 19 to the steady state (about 500 iterations, we get the 

steady state predicted covariance matrix as  

 





















0058.00141.00263.00312.0

0141.00570.01193.01529.0

0263.01193.02728.03746.0

0312.01529.03746.05576.0

~
P

..(21) 

 

The steady state filtered covariance matrix is obtained as 
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Comparing 21 and 22, it may be noted that the covariances 

of estimation errors go down by incorporating the 

measurement into the tracking process. 

The steady state Kalman gain matrix is obtained as 
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Computer Results for range and range-rate 

measurements only case 2 

Parameters 
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Computer Results 

Executing the recursive Kalman filter matrix equations 17 

to 19 to the steady state (about 500 iterations with the 

measurement matrix and the covariance matrix of 

measurement errors given by 10, we get the steady state 

predicted covariance matrix as  
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The steady state filtered covariance matrix is obtained as 
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The steady state Kalman gain matrix is obtained  

 

As    
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Comparing 21 and 24, it may be noted that the predicted 

covariances of estimation errors before the measurement is 

processed go down as a result of incorporating the range-

rate measurement also into the tracking process, thus 

providing better tracking accuracies. Again, comparing 22 

and 25, it may be noted that the filtered covariances of 

estimation errors after the measurement is incorporated, go 

down as a result of incorporating the range-rate 

measurement also into the tracking process, thus providing 

improved tracking accuracies. The results of case 2 

degenerate to those of case 1 when the Doppler variance is 

zero. 
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