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ABSTRACT 

This paper presents a Genetic algorithm based association rule 

mining in which multi fitness functions are used. Genetic 

algorithm is used for performing global search. This proposed 

algorithm generates intersecting association rules from 

dataset. A fitness function with parameter support is defined 

for generating frequent itemsets and then other parameters 

like confidence, lift, leverage etc are used for defining second 

fitness function for generating association rules. The proposed 

algorithm is compared with classical Apriori algorithm and 

also with existing Genetic algorithm for association rule 

mining on the basis of metrics Support Count, Confidence 

count, and rule accuracy. Comparisons are also made on 

different generations.   
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1. INTRODUCTION 
In data mining, Association rule mining becomes one of the 

important tasks of descriptive technique which can be defined 

as discovering meaningful patterns from large collection of 

data. Mining frequent itemset is very fundamental part of 

association rule mining. Association rule mining is a process of 

mining or generating interesting rules from the dataset. Market 

basket analysis can be one of the examples of association rule 

mining. Generating association rules is generally done by 

association rule mining algorithm like classical algorithm 

Apriori, FP-Tree Partition and so on. Instead of using classical 

Apriori algorithm proposed a Genetic algorithm is used to fine 

interesting rules.  

 

Genetic algorithm threshold value is its fitness function and in 

proposed algorithm there are two fitness functions. First fitness 

function will generate frequent itemsets and second fitness 

function will generate association rules. Main advantage of 

Genetic algorithm is that it can perform global search. The 

analysis was based on proposed algorithm Multi-Fitness 

function Genetic algorithm (MFGA) based association rule 

mining. This proposed algorithm generates intersecting rules 

from dataset. A fitness function is defined for frequent itemset 

and then different fitness function for generating rules. 

Second fitness function includes some other interestingness 

measures than support and confidence to generate relevant 

rules. The proposed algorithm is compared with classical 

Apriori algorithm and also with existing Genetic algorithm for 

association rule mining on the basis of metrics Support 

Count., Confidence Count, and rule accuracy. 

Many algorithms are developed in recent years for mining 

association rules like Apriori, FP-Tree, Partition algorithm 

and etc. The subsequent papers [1][8][9] contributed by using 

multiple objectives like support, confidence, simplicity and 

etc. 

Ashish Ghosh, Bhabesh Nath(2004) discussed: Multi-

objective rule mining using genetic algorithms[1], used 

measures like support count, comprehensibility and 

interestingness for evaluating interesting rules as their 

different objectives for mining association rule problem.  

Manish Saggar, Ashish Kumar Agrawal, Abhimanyu Lad 

(2004) discussed: Optimization of Association Rule Mining 

using Improved Genetic Algorithms [2], main objective is to 

use genetic algorithm in the discovery of high level prediction 

rules that perform a global search and perform better with 

attributes than greedy rule induction algorithms (used in data 

mining).  

Bilal Alata¸ S. Erhan Akin (2005) discussed: An efficient 

genetic algorithm for automated mining of both positive and 

negative quantitative association rules [3], proposed a genetic 

algorithm as a search strategy for not only positive association 

rule but also for negative association rules. Proposed 

algorithm also not relies on minimum support and minimum 

confidence. 

Virendra Kumar Shrivastava, Dr. Parveen Kumar, Dr. K. R. 

Pardasani(2010) discussed: Extraction of Interesting 

Association Rules using GA Optimization[4]. In this paper, 

they used genetic algorithm for extracting association rules. 

They used measures like support, confidence, interestingness, 

and completeness. 

Amy H.L. Lim a, Chien-Sing Lee a, Murali Raman (2012) 

discussed:  Hybrid genetic algorithm and association rules for 

mining workflow best practices [5], correlation measure 

instead of traditional support and confidence in genetic 

algorithm to driven data dynamically. Correlation fitness 

function is used to support upward closure in association rule.  

Jesmin Nahar et al (2013) discussed: Association rule mining 

to detect factors which contribute to heart disease in males and 

females [6], investigates the sick and healthy factors related to 

heart diseases in males and females by using UCI Cleveland 

dataset, a biological database. They compared three rule 

generation algorithms Apriori, Predictive Apriori, Tertius.  

Dong  Gyu Lee et al (2013) discussed:  Discovering Medical 

Knowledge using Association Rule Mining in Young Adults 

with Acute Myocardial Infarction[7 proposed association rule 

mining algorithm that can generate association rules related to 

hypertension and diabetes from AMI patients having age 45 

years old or lesser. They also use measures like lift, leverage 

and etc 

B. Minaei-Bidgoli, R. Barmaki, M. Nasiri(2013) discussed: 

Mining numerical association rules via multi-objective genetic 

algorithms[8], proposed a multi-objective genetic algorithm 

and used measures like confidence, interestingness, and 

comprehensibility as multiple objectives for genetic algorithm 

method. 

Basheer Mohamad, Al-Maqaleh(2013) discussed: Discovering 

Interesting Association Rules: A Multi-objective Genetic 
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Algorithm Approach[9], proposed a multi-objective genetic 

algorithm for generating association rules by using measures 

like support, confidence and simplicity/ comprehensibility.  

Bettahally, N. Keshavamurthy, Asad M. Khan, Durga  

Toshniwal(2013) discussed: Privacy preserving association 

rule mining over distributed databases using genetic 

algorithm[10], compared traditional frequent pattern mining 

algorithm i.e. Apriori algorithm with proposed genetic 

algorithm in local search. 

To overcome the disadvantages of Apriori algorithm, Genetic 

algorithm can be used for association rule mining. Genetic 

algorithm uses fitness function as threshold value to evaluate 

the rules [1] [2] [9] [10]. Above research gap helps to improve 

Apriori algorithm as well as existing Genetic algorithm which 

can further be improved. 

2. PROPOSED WORK 
Proposed algorithm is Multi-fitness function Genetic algorithm for 

association rule mining. This proposed algorithm used two fitness 

functions for refining the rules. The proposed algorithm is two step 

algorithms. The first step is aimed to generate rules promptly and 

then second step is used to refine the rules generated in first step.   

To refine the rules different interestingness measures are used as 

fitness function parameters.           

MULTI-FITNESS FUNCTION GENETIC ALGORITHM 

Begin:  

Step I; Initialize the population; 

For each individual; calculate fitness using support 

as parameter; 

 For i=1 to maximum generations 

[Selection] Select the individuals using 

Roulette Wheel Selection; 

[Crossover] Crossover the parents to form 

new offspring's; 

[Mutation] Mutate new offspring at each 

locus; 

Place new offspring in the new generation; 

If fitness of new population> min_supp  

 Select individuals for next generation; 

 End If 

Next i; 

Step II; Initialize the population; 

For each individual; Calculate fitness using 

Confidence, Lift, Leverage, Coverage as parameter; 

For i=1 to maximum generations 

[Selection] Select the individuals using 

Roulette Wheel Selection; 

[Crossover] Crossover the parents to form 

new offspring's; 

[Mutation] Mutate new offspring at each 

locus; 

Place new offspring in the new generation; 

If fitness of new population> min_conf  

Select individuals for next generation; 

 End If 

Next i; 

End 

 

Operators in proposed algorithm: 

I. Selection Operator: Roulette Wheel selection process is 

used for selecting the individual's w.r.t fitness function. Roulette 

Wheel selection process is used for selecting the individual's w.r.t 

fitness function. procedure for Roulette wheel selection 

II. Crossover operator: Single-point crossover is used in 

proposed algorithm. For example, 

100000110101 

101010101011 

Choose a random bit for crossover and resultant offspring is shown 

as: 

100000101011 

101010110101 

III. Mutation Operator: This gives a chance that a gene within 

a chromosome will be flipped means '0' become '1 ' and '1' 

become '0'. For example: 

100000110101 

Choose a random bit and resultant offspring is: 

100001110101 

Fitness Function: 

The performance of the individual strings is measured by a 

fitness function. After each iteration, the members are given a 

performance measure derived from the fitness function, and 

the "fittest" members of the population will propagate the next 

iteration. 

Fitness Function = (w1*confidence(A->B) + w2 * 

coverage(A->B)) / (w3*lift(A->B) + w4*leverage(A->B)) 

where w1 is confidence weight, 

w2 is coverage weight, 

w3 is lift weight, 

w4 is leverage weight. 

For proposed algorithm w1=w3=w4=1 and w2=2. 
 

 

3. RESULTS 
We present the results we obtained by implementing the 

algorithms, that have been mentioned in earlier chapters. First 

we implemented Apriori algorithm to mine significant 

association rules from a given database. This algorithm first 

finds out the frequent item sets that have support and 

confidence values above a pre-specified threshold value. Then 

it derives the association rules 

 

The experiments were performed on machine Intel® Core 2 

Duo CPU 2.00GHz with 32bit operating system and software 

was MatLAB. 

 

Performance Evaluation of Multi-Fitness function Genetic 

Algorithm: 

After getting the Multi-Fitness function Genetic Algorithm for 

Mushroom database (discussed in previous section), we 

executed the algorithms for varying number of rules to check 

their performance and also to have an idea about their relative 

performances. 

We compared the three algorithms (Apriori algorithm, 

Genetic algorithm, and Multi-Fitness Function Genetic 

algorithm) on three different measures. Those are mentioned 

below: 

o Support Count  

o Confidence Count 

o Rule Accuracy 

 

3.1 Performance analysis with Support 

Count 
As discussed earlier, the proposed algorithm implements a 

two stage rule mining. In the first stage simple rule mining is 

done with fitness function includes support and second stage 

refines the rules from step1 with fitness function with 
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interestingness measures. To analyze the performance of 

proposed algorithm with Apriori algorithm and existing 

Genetic Algorithm association rule mining below is the 

comparison between Apriori algorithm, Genetic algorithm, 

and Multi-Fitness Function Genetic algorithm based on 

support count: 

Table 1 represents number of rules generated by various 

support count and Figure 1 represents the graph of 

comparison between by Apriori algorithm, Genetic algorithm, 

and Multi-Fitness Function Genetic algorithm. 

Table1: Comparison between Apriori algorithm, Genetic 

algorithm, and Multi-Fitness Function Genetic Algorithm 

by number of rule generation with varies support count 

Support 

Count 

Apriori 

Algorithm 

Genetic 

Algorithm 

Multi-Fitness 

FunctionGenetic 

Algorithm 

0.1 94698 122 48 

0.2 94689 121 44 

0.3 82602 127 41 

0.4 82540 124 42 

0.5 66368 129 46 

 
Figure 1: Comparison by various support count 

RESULT ANALYSIS ON BASIS ON DIFFERENT 

MAXIMUM GENERATION: 

Existing genetic algorithm and Multi- Fitness Function 

Genetic algorithm are evaluated on different generation value 

varies from 20 to 150 with crossover probability ranges from 

0.6 – 0.9, as in the proposed algorithm single point crossover 

is used so crossover probability ranges from 0.6 – 0.9.  Below 

are the graphs and the table representing number of rules 

generated with different generation size. 

Below displays rules generated by Apriori algorithm, Genetic 

algorithm and proposed Multi- Fitness Function Genetic 

algorithm based on different support count and for the first 

performance measures number of records were 500 

 

Table2: Existing Genetic Algorithm analysis based on 

number of Rules generated with different Crossover 

Probability, Support Count, and Different Maximum 

Generation 
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 Support Count 

0.001 0.002 0.003 0.004 0.005 

20 0.6 140 129 104 112 93 

50 0.6 138 129 114 122 83 

100 0.6 127 131 106 106 86 

150 0.6 133 124 108 111 80 

20 0.7 124 134 105 108 83 

50 0.7 122 120 121 109 74 

100 0.7 123 141 113 104 82 

150 0.7 131 138 104 104 82 

20 0.8 123 129 108 106 78 

50 0.8 123 136 110 107 89 

100 0.8 141 119 117 117 85 

150 0.8 132 135 109 109 86 

20 0.9 130 135 99 116 77 

50 0.9 132 132 124 103 83 

100 0.9 124 124 106 123 76 

150 0.9 123 123 110 101 78 

Below graphs shows rules generated with crossover 

probability ranges from 0.6 – 0.9 with different generations 

varies from 20 – 150 and the results are of existing genetic 

algorithm. 

 

Figure 2: Number of rules generated with Crossover 
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Figure 3 : Number of rules generated with Crossover 

probability 0.7 

 

Figure 4: Number of rules generated with Crossover 

probability 0.8 

 

Figure 5: Number of rules generated with Crossover 

probability 0.9 

Above graph and table represents individual analysis of existing 

Genetic algorithm. Analysis used parameters as Support Count 

varies from 0.1 to 0.5. As proposed algorithm uses single point 

crossover so crossover probability varies from 0.6 to 0.9 but 

to get accurate results analysis was also conducted on the 

bases of different crossover probability. Graph (10) showed 

results with Crossover Probability ranges 0.6-0.9. In this analysis 

termination condition used was “Maximum Generation”, as the 

loop reached maximum generation (predefined by user) loop 

terminated and display number of rules generated. So, analysis 

was also based on different generation (maximum generation) 

means, generation ranges from 20 to 150. 

Below Multi-Fitness function genetic algorithm was evaluated on 

different generation value varies from 20 to 150 with crossover 

probability ranges from 0.6 – 0.9 .  Below are the graphs and the 

table representing number of rules generated with different 

generation size 

Table3: Multi-Fitness Function  Genetic Algorithm 

analysis based on number of Rules generated with 

different Crossover Probability, Support Count, and 

Different Maximum Generation 

M
a

x
im

u
m

 

G
en

er
a

ti
o

n
 

C
ro

ss
o

v
er

 

P
ro

b
a

b
il

it
y

 

Support Count 

0.001 0.002 0.003 0.004 0.005 

20 0.6 43 43 31 34 28 

50 0.6 42 46 35 36 31 

100 0.6 47 49 33 35 28 

150 0.6 40 47 42 40 27 

20 0.7 45 45 41 40 31 

50 0.7 44 42 36 40 31 

100 0.7 47 44 43 37 24 

150 0.7 41 43 33 41 30 

20 0.8 40 45 43 37 28 

50 0.8 38 46 34 32 31 

100 0.8 39 46 36 35 32 

150 0.8 47 55 39 39 33 

20 0.9 42 47 37 33 28 

50 0.9 40 46 35 36 28 

100 0.9 39 44 39 38 18 

150 0.9 39 46 33 37 22 
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Figure 6: Number of rules generated with Crossover 

probability 0.6 

 

Figure 7: Number of rules generated with Crossover 

probability 0.7 

 

Figure 8: Number of rules generated with Crossover 

probability 0.8 

 

Figure 9: Number of rules generated with Crossover 

probability 0.9 

3.2 Performance analysis with Confidence 

count 
Table 6 represents number of rules generated by various 

confidence counts and Figure 10 represents the graph of 

comparison between by Apriori algorithm, Genetic algorithm, 

and Multi-Fitness Function Genetic algorithm.  

From above analysis it was observed that for the proposed 

simulation Crossover probability with 0.8 and maximum 

generation 100 showed better results so for next two metrics 

these two parameters were used. Below table includes rules 

generated with parameters min_support is 0.001, Crossover 

Probability is 0.8, maximum generations are 100 with 

confidence count ranges from 0.4 - 0.6. Below graph depicts 

the table values graphically.   

 

Table6: Comparison between Apriori algorithm, Genetic 

algorithm, and Multi-Fitness Function Genetic Algorithm 

by number of rule generation with varies confidence count 

Confidence 

Count 

Apriori 

Algorithm 

Genetic 

Algorithm 

Multi-Fitness 

Function Genetic 

Algorithm 

0.4 94368 129 40 

0.45 94353 133 45 

0.5 82218 127 42 

0.55 82120 137 42 

0.6 68936 119 45 

 

Below figure (10) depicts the rules generated by Apriori 

algorithm, Genetic algorithm, and Multi-Fitness Function 

Genetic Algorithm graphically. Results shows that proposed 

algorithm generates better results than other two algorithms 

with support count equals to 0.001and number of records were 

500 and confidence count varies from 0.4 to 0.6.  
 

 

Figure 10:  Comparison by various confidence count 

 

3.3 Performance analysis with metrics Rule 

Accuracy 
Table 7 represents number of rules generated by metrics rule 

accuracy and Figure 11 represents the graph of comparison 

between by Apriori algorithm, Genetic algorithm, and Multi-

Fitness Function Genetic algorithm. Mushroom dataset is 

divided into 5 records set and then generates the rules and finally 

rule accuracy concludes that as number of records increases 

number of rules generation also increases. Number of records 

varies from 500 to 2500 and with parameters min_support is 

0.001, Crossover Probability is 0.8, maximum generations are 

100 with confidence count ranges from 0.4. Below graph 

depicts the table values graphically. 
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Table7: Comparison between Apriori algorithm, Genetic 

algorithm, and Multi-Fitness Function Genetic Algorithm 

by number of rule generation by metrics rule accuracy 

Number of 

Records  
Apriori 

Algorithm 
Genetic 

Algorithm 
Multi-Fitness 

Function Genetic 

Algorithm 

500  94698  129  40  

1000  118392  166  52  

1500  142066  235  63  

2000  164734  301  71  

2500  189314  380  77  

 

Figure (11) shows result analysis based on Rule accuracy. 

Mushroom dataset is divided into 5 records set and then generates 

the rules and finally rule accuracy concludes that as number of 

records increases number of rules generation also increases 

 
Figure 11: Comparison by Metrics Rule Accuracy 

 

 

4. CONCLUSION 
In above simulation work, an effort is made to propose a 

simple, effective and time saving algorithm for association 

rule generation in which multi fitness functions can be used as 

the threshold value for rule evaluation. Some more 

interestingness measures like lift, leverage, convergence can 

be used to enhance the fitness function except support and 

confidence. 

The proposed algorithm generates intersecting rules from 

dataset. A fitness function is defined for frequent itemset and 

then different fitness function for generating rules. Second 

fitness function includes some other interestingness measures 

than support and confidence to generate relevant rules. 

Simulation results shows that proposed genetic algorithm 

generates more efficient and effective rules than other 

association rule mining techniques such as Apriori and 

existing genetic algorithm. In the proposed algorithm 

termination condition involved was maximum generations. 

Analysis was also taken on the basis of different maximum 

generation and was also based on different crossover 

probabilities. 

Apriori algorithm generates so many rules because it 

generates too many frequent itemsets and iteration keep on 

processing till itemset includes zero items. So to avoid too 

many relevant and irrelevant rules Apriori algorithm rules 

were regenerated by existing genetic algorithm and again to 

optimize those rules proposed algorithm i.e. Multi-Fitness 

Function Genetic Algorithm was used. Proposed algorithm 

uses threshold value including parameters of interestingness. 

Proposed algorithm can be used for further more applications 

of data mining. Association Rule Mining based classifiers 

increases the effectiveness of the rules. Sampling techniques 

like regression-based sampling or cluster-based sampling will 

improve the correctness of the rules generated by the 

algorithm. Genetic algorithm complexity can be reduced by 

distributed computing. Combination of support, confidence, 

lift, leverage and conviction can be used to evaluate the 

interestingness. Genetic algorithm association rule mining can 

be improved by improving the chromosome representation 

and fitness function parameters. Distributed computing can 

also reduced the complexity. In proposed algorithm different 

termination conditions can be also be used. 
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