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ABSTRACT 
Remote sensing plays a vital role in overseeing the 

transformations on the earth surface. Unsupervised 

clustering has a indispensable role in an immense range of 

applications like remote sensing, motion detection, 

environmental monitoring, medical diagnosis, damage 

assessment, agricultural surveys, surveillance etc In this 

paper, a novel method for unsupervised classification  in 

multitemporal optical image based on  DWT Feature 

Extraction and  K-means clustering  is proposed. After 

preprocessing the optical image is feature extracted using 

the discrete wavelet transform. On the feature extracted 

image feature reduction is performed using energy based 

selection. Finally different K means clustering is performed 

and analyzed using Matlab and ground truth data for 

improving classification accuracy. 
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1. INTRODUCTION 
 In the classification process images are taken and processed 

to identify the changes that may have taken place. The 

output is the accurate classified image, indicating the 

different features .Two types of classification namely 

supervised and unsupervised. In supervised classification, a 

training set is required for the learning process of the 

classifiers. This training set is obtained from the ground 

truth data [1]. The latter technique performs classification 

by different algorithms namely k means, C means, Fuzzy C 

means [2].The process of clustering is of widespread 

interest since it is having a wide variety of applications in 

diverse domains like remote sensing [3], motion detection 

[4], video surveillance [5], damage assessment [6], 

agricultural surveys [7], environmental monitoring [8], 

analysis of urban changes [9], medical diagnosis [10]. 

 

A wide variety of K Means algorithm techniques using have 

been introduced in the literature [2]. Due to the massive 

growth of the geographic database, it is more practical to 

focus on the unsupervised approach than the supervised 

one. Currently, many unsupervised classification techniques 

have been proposed. Some of these are hard clustering, soft 

clustering, Hierarchical clustering with the advancement in 

the remote sensing technology, unsupervised classification 

in remote sensing images is becoming vital. 

 

In the literature, unsupervised classification to identify the 

change and no change in multitemporal images is achieved 

in three main steps [11]:1) pre-processing; 2) pixel by pixel 

comparison to get the difference image; 3) Analysis of the 

difference image. The objective of pre-processing step is to 

reduce the noise and hence increase the SNR. After pre-

processing, difference image is generated by the pixel by 

pixel comparison of the multitemporal input images.  

 

In multitemporal optical images, the subtraction operator is 

used to generate the difference image. Also by taking the 

ratio operator, the multiplicative   noise can be changed to 

additive noise. In the third step, the difference image is 

analyzed by using either thresholding techniques [12] 

clustering techniques to identify only the change and no 

change areas. In the literature of unsupervised change 

detection to identify the urban growth monitoring [15] five 

major steps are used.1) pre-processing 2) Feature extraction 

3) Feature reduction 4) post-classification comparison 5) 

classification techniques are used to accurately classify the 

different features in the image. 

 

From the literature surveys K Means with anyone of the 

distance metric is used to classify the images. In this paper, 

in order to improve the classification accuracy discrete 

wavelet transform based feature extraction technique is 

used. For feature reduction energy based selection is used. 

.Finally different types of   K-Means using city block, 

squared Euclidean, correlation are used and the performance 

is analysed using silhouette value and ground truth for 

accuracy assessment. 

 

2. MATERIALS 

The multitemporal multiband satellite sensor image [14] 

used in this study was Madurai city in Tamilnadu shown in 

Fig.1 Madurai is the second largest city in Tamilnadu and is 

one of the oldest cities in India. It is one of the 12 heritage 

cities in India and it is situated between longitudes. The 

topography of Madurai is above 101 meters above the sea 

level. The land cover features used in this study region 

urban, wasteland, vegetation, water body and hilly region. 

The image taken for our proposal and its details are given in 

Table 1. 
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Figure 1: Optical image of Madurai City  

 

The Linear Imaging Self Scanner III (LISS III) has spatial 

resolution of 23.5m, multi-spectral channels in the Visible 

and Near Infra-red Wavelength. Observation Spectral 

Characteristics of LISS III (Fig-1) are, 

Band 2 0.52 ~ 0.59 μm 

Band 3 0.62 ~ 0.68 μm 

Band  4 0.77 ~ 0.86 μm 

Band  5 1.55 ~ 1.70 μm 

 

Table 1: Details of the image 

 

3. METHODOLOGY 

3.1. Need for Wavelet based Feature 

Extraction 
Most of the existing approaches for texture feature 

extraction which leads to make use of statistical techniques 

in which processing the texture image data requires large 

storage space and computational load to calculate the 

feature’s matrix. The scalar features calculated from this 

matrix is not efficient to represent the characteristics of 

image content [15]. Alternately, Spectral methods will serve 

better in extracting texture features. The spectral methods 

include frequency analysis such as Fourier transform and 

space- frequency analysis wavelet transform.   

 

The Fourier transform suffers as texture measure from its 

lack of spatial information as it is purely a representation in 

the frequency domain and also Fourier decomposition of a 

signal is not complete. Unlike the Fourier case, orthogonal 

wavelet decomposition is complete at any scale and provide 

good multiresolution analytical tool for texture analysis. 

Wavelet transform (WT) is used to represent the textural 

images in multiresolution. Wavelet has an ability to span 

both spatial and frequency domain.  

 

Many textures have dominant frequency in middle 

frequency channels and wavelet have power to focus in the 

dominant frequency region which provides a good space-

frequency information further it gives unique texture 

signature. The wavelet coefficients of Daubechies are given 

below, 

Scaling coefficients = [0.4830    0.8365    0.2241   -0.1294] 

Wavelet Coefficients = [-0.1294   -0.2241    0.8365   -

0.4830] 

 

3.2. Feature Reduction 
In Feature reduction, Features [15] that do not contribute to 

the discrimination of classes can be removed by assessing 

some criteria. Feature reduction cannot be performed 

indiscriminately. Methods must be devised that allow the 

relative worth of features to be assessed in a quantitative 

and rigorous way. To improve classification performance, 

our attention in the project is focused on dimensionality 

reduction.  

 

Dimensionality reduction can be achieved in two ways. The 

first approach is to select a small subset of features which 

could contribute to class separable or classification criteria. 

Some of the features in the m-dimensional feature space 

obtained are having low energy which has to be removed 

before the classification process. Consequently the feature 

space will be reduced to m-dimensional, so that the speed of 

the classification process will be increased. This 

dimensionality reduction process is referred to as feature 

selection or band selection based on energy.  
 

3.2.1 Energy based selection: 
For extracted texture features energy should be calculated 

using 3x3 or 5x5 window. The features having low energy 

has to be removed before the classification process. The 

objective of the local energy function is to estimate the 

energy in the filter output in a local region.  
 

The energy function is given by 
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Where m, n is the size of the window. 

 

3.3. K-means Clustering 
K-means clustering is a simple algorithm [16] which, for K 

clusters  each with  nk patterns 

aims to find cluster centers  mk to minimize the cost 

function  where,  

,x
1

m
kCx

k 



kn

 

2

1 Cx

k

2

k

m-x
 


k

k

kE  

 
Date of 

Acquisition 
Satellite / Sensor Resolution 

Image 1 19th March, 2004 IRS P6 / LISS III 23.50 Meter 
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The initial cluster centers are chosen randomly and the 

algorithm is applied repeatedly until a steady state is 

reached [4].  

 

The steps in the k-means clustering are, 

Step 1: Initialize cluster centers randomly. 

Step 2: For all the pixels in the image do the following 

 1. Compute the Euclidean distance of the feature 

vector from the cluster for every other cluster. 

 2. Assign the pixel to that cluster whose center 

yields the minimum distance from the feature vector. 

Step 3: Update the cluster centers by computing the mean 

of the feature vectors of the pixels belonging to that cluster. 

Step 4: Between two consecutive updates, if the changes in 

the cluster centers are less than a specified value, 

Then stop 

Else go to Step 2. 

 

In this paper the clustering using K-Means is implemented 

using different distance measures. Matlab support this one 

by using the inbuilt functions. In K-Means, distance 

measure is in p-dimensional space. K-Means minimizes 

with respect to this parameter. K-Means computes centroid 

clusters differently for the different supported distance 

measures. The distance measures used in this paper are 

square Euclidean, city-block and cosine. Matlab also 

supports choosing of the initial cluster in different manners. 

The choosing of initial cluster centroid also known as seeds. 

In our proposal we chose the initial cluster centroids as 

random, uniform and cluster. 

 

3.3.1. Distance Metrics 
Squared Euclidean Distance Metric: The Squared 

Euclidean distance metric uses the same equation as the 

Euclidean distance metric, but does not take the square root. 

As a result, clustering with the Euclidean Squared distance 

metric is faster than clustering with the regular Euclidean 

distance. The output K-Means clustering is not affected if 

Euclidean distance is replaced with Euclidean squared. 

However, the output of hierarchical clustering is likely to 

change.  

The Euclidean distance function measures the ‘as-the-crow-

flies’ distance. The formula for this distance   between a 

point X (X1, X2, etc.) and a point Y (Y1, Y2, etc.) is: 

            

 

   

 

Cosine Distance Metric: Cosine similarity is a measure of 

similarity between two vectors by measuring the cosine of 

the angle between them. The result of the Cosine function is 

equal to 1 when the angle is 0, and it is less than 1 when the 

angle is of any other value. As the angle between the 

vectors shortens, the cosine angle approaches 1, meaning 

that the two vectors are getting closer, meaning that the 

similarity of whatever is represented by the vectors 

increases.The term cosine similarity has also been used on 

occasion to express a different coefficient, although the 

most common use is as defined above. Using the same 

calculation of similarity, the normalized angle between the 

vectors can be used as a bounded similarity function within 

[0, 1], calculated definition of similarity by: 

  
                 

 
 

        where similarity is given as, 

 

                  
   

       
 

 

 
         

   

        
          

   

 

 where A and B are input vectors.  

City Block distance Measure: Also known as city-block 

distance, this distance measurement is especially relevant 

for discrete data sets. The Manhattan distance refers to the 

sum of distances along each dimension. The City block 

distance between two points, a and b, with n dimensions is 

calculated as: 

               

 

   

 

 

The city block distance is always greater than or equal to 

zero. The measurement would be zero for identical points 

and high for points that show little similarity. 

 

3.3.2. Choosing Initial Cluster Centroid  
The initial cluster centroids are chosen by using the inbuilt 

functions in the Matlab. They are, 

 

Sample- Select initial cluster centroids in random manner. 

Uniform-Select centroids uniformly at random from the 

range of input feature vector. Not valid for Hamming 

Distance metric. 

 

Cluster-Perform a preliminary clustering phase on a random 

10% subsample of input feature vector.  

 

4. RESULTS AND DISCUSSIONS 
Performance of distance measures with choosing the cluster 

centroids in the initial process of nine combinations as 

tabulated below. The accuracy of clustering for each 

method is given by silhouette value.  

 

Table -2: Accuracy of clustering for each method 
 

Distance 

Measure 

Choosing of Initial 

Centroid 

Mean 

Silhouette 

Value 

Square 

Euclidean 

Random(sample) 0.6245 

Uniform 0.6288 

Cluster 0.6280 

City Block Random(sample) 0.6038 

Uniform 0.6042 

Cluster 0.6046 

Cosine Random(sample) 0.1078 

Uniform 0.1041 

Cluster 0.1169 

http://en.wikipedia.org/wiki/Cosine
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4.1. Accuracy Assessment and 

Performance Evaluation 
The quantitative analysis can be done using the ground truth 

reference and check rules. The general approach to obtain 

ground truth reference is to perform field survey with the 

assistance of historical GIS data. Using the ground truth 

data the performance analysis of different k means 

algorithm are tabulated in Table 3. 

 

Table 3: Accuracy of clustering by referring to ground 

truth data 

Distance 

Measure 

Choosing of Initial 

Centroid 

Accuracy% 

 

Square 

Euclidean 

Sample 89.91% 

Uniform 95.55% 

Cluster 88.88% 

 

City Block 

Sample 87.77% 

Uniform 86.65% 

Cluster 85.55% 

 

Cosine 

Sample 80.55% 

Uniform 86.55% 

Cluster 88.55% 

            
(a)Sq_Eculidean+Sample       (b) Sq_Eculidean+uniform        

 

 

              
(c)Sq_Eculidean+cluster              d)city block+Sample     

 

 

           
    e)city block+uniform             f)city block+cluster        
 

 

           
      g)cosine+Sample                h)cosine+uniform     
 

 

 
i) cosine+cluster 

 

Figure 2: Clustered output image using K-Means 

Clustering with different distance measures 
 

 

5. CONCLUSION 
The above results shows that square Euclidean using 

uniform gives the best performance for classification in 

remote sensing images using Matlab. The research is further 

continuing to get the accurate clustering for remote sensing 

images using kernel based k means clustering. Different 

kernel based clustering with different distance metrics are 

used to get the accurate classification and the performance 

is analysed using silhouette value and accuracy assessment. 
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