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ABSTRACT 

In this paper we present a new algorithm  for detection the 

edge in biomedical images depends on least square 

approximation method which considered one of the types of 

the numerical methods. Biomedical image processing  has 

been undergoing rapid changes driven by better hardware and 

software. Much of the software is based on new methods. It is 

useful  to base biomedical engineering principles on rigorous 

mathematical foundations for the development of software 

methods to be integrated into  therapy systems. We focus edge 

detection task in biomedical images which is a key problem. 

We will show how proposed method can detection on the 

edge in images with  high efficiency compare with standard 

methods.   
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1. INTRODUCTION 
Biomedical imaging has been undergoing a revolution in the 

past decade with the advent of faster, more accurate, and less 

invasive devices. This has driven the need for corresponding 

software development which in turn has provided a major 

impetus for new algorithms in signal and image processing. 

Mathematical models are the foundation of biomedical 

computing. Basing those models on data extracted from 

images continues to be a fundamental technique for achieving 

scientific progress in experimental, clinical, biomedical, and 

behavioral research. Today, biomedical images are acquired 

by a range of techniques across all biological scales, which go 

far beyond the visible light photographs and microscope 

images of the early 20th century. Modern medical images may 

be considered to be geometrically arranged arrays of data 

samples which quantify such diverse physical phenomena as 

the time variation of hemoglobin deoxygenating during 

neuronal metabolism, or the diffusion of water molecules 

through and within tissue. The broadening scope of imaging 

as a way to organize our observations of the biophysical world 

has led to a dramatic increase in our ability to apply new 

processing techniques and to combine multiple channels of 

data into sophisticated and complex mathematical models of 

physiological function and dysfunction. A key research area is 

the formulation of biomedical engineering principles based on 

rigorous mathematical foundations in order to develop 

general-purpose software methods that can be integrated into 

complete therapy delivery systems. The microscopes are often 

integrated with a digital camera, which offers a possibility to 

use digital images. By using methods of digital image 

processing, the researchers in a biological field  can be 

handled  the amount of data. For that reason a need for fast 

and accurate methods to analyze biological data is increasing. 

In this work we focus edge detection task in Biomedical 

imaging which is a key problem.  

Edge detection can defined  as the process of localizing pixel 

intensity transitions. Once edges of an object are detected 

other processing such as object recognition, target tracking, 

segmentation, can take place [2,3,5,6,8,9,10,11]. In this work 

a novel approach based on  least square approximation 

proposed to approximate the image data to the Gaussian 

function. Smoothing process used to remove noise from the 

image using LOG operator that represented the stander 

operators. It shows that the proposed  approach is capable of 

detecting edges with high quality compared with standard 

methods. This paper is organized as follows: Section 2 

presents some fundamental concepts of LOG filter. The 

proposed algorithm of edge detection is described in Section 

3. Section 4 presents the effectiveness of our method when 

applied to biomedical image, and compare results of our 

algorithm against other methods. At last conclusion of this 

paper will be drawn in Section 5.  

2. IMAGE FILTER  
In proposed algorithm, we use LoG operator to filter the 

image. The Laplacian is a 2-D isotropic measure of the 

2nd spatial derivative of an image. The Laplacian of an image 

highlights regions of rapid intensity change and is therefore 

often used for edge detection. The Laplacian is often applied 

to an image that has first been smoothed with something 

approximating a Gaussian smoothing filter in order to reduce 

its sensitivity to noise, and hence the two variants will be 

described together here. The operator normally takes a single 

gray level image as input and produces another gray level 

image as output [1]. 

The Laplacian        of an image with pixel intensity 

values        is given by: 

       
   

    
   

    

Since the input image is represented as a set of discrete pixels, 

we have to find a discrete convolution kernel that can 

approximate the second derivatives in the definition of the 

Laplacian. Two commonly used small kernels are shown in 

Fig. 1. 
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Fig.1: Two commonly used discrete approximations to 

the Laplacian filter 

Using one of these kernels, the Laplacian can be calculated 

using standard convolution methods. Because these kernels 

are approximating a second derivative measurement on the 

image, they are very sensitive to noise. To counter this, the 

image is often Gaussian smoothed before applying the 

Laplacian filter. This pre-processing step reduces the high 

frequency noise components prior to the differentiation step. 

In fact, since the convolution operation is associative, we can 

convolve the Gaussian smoothing filter with the Laplacian 

filter first of all, and then convolve this hybrid filter with the 

image to achieve the required result. Doing things this way 

has two advantages: 

 Since both the Gaussian and the Laplacian kernels are 

usually much smaller than the image, this method 

usually requires far fewer arithmetic operations. 

 The LoG ( Laplacian of Gaussian ) kernel can be 

precalculated in advance so only one convolution 

needs to be performed at run-time on the image. 

The 2-D LoG function centered on zero and with Gaussian 

standard deviation   has the form: 

          
 

   
   

     

   
   

     

    

and is shown in Fig. 2. 

 

 

Fig. 2: The 2-D Laplacian of Gaussian (LoG) function ( ). 

3. PROPOSED METHOD 
In this section, we suggest a method of edge detection 

depends on least square carve fitting. We can represent image 

areas data with non-linear functions such as Gaussian 

Functions [4,7] which its general form as : 

       
                                                                              (1) 

This can done by applying the mask on the image plane and 

extract the values from the image, then rearrange the mask 

value ascending, So we will get data as form  a pair            
where     represents the location (index) of the  image levels 

values                      is the total number of pixels 

in the mask. After that we Re-ascending the Odd values and  

Re-Descending  the Even values, On this basis, we can  

calculate the  best approximation of the data using the least 

squares method to approximate Gaussian function to a linear 

function by the following steps: 

By transform the equation (1)  to linear form as: 

                                                                             (2) 

Let         ,         ,     , Then we can rewrite 

equation (2) as:  

                                                                                  (3) 

which is a linear form. 

We can calculate the values of (      using least square 

method as: 

  
    

                        
     

   

    
  

          
     

                                       (4) 

   
         

         
   

 
                                                       (5) 

We can calculate the value of (   : 

                                                                                       (6) 

After getting Gaussian relationship, we can calculate the 

absolute error between the values of       and       from the 

following equation: 

      
 

 
                                                                (7) 

We can obtain the edges in image by comparing the absolute 

error with the threshold value. If the absolute error value is 

great than threshold value, so this point represent an edge and 

if it less than threshold value, so this point belonging to a 

homogeneous area. 

4. PROPOSED ALGORITHM 
The proposed algorithm steps can be described as follows:  

1.  Input: A digital grayscale image I of size M × N. 

2.  Applying mask on the image plane, then extract the 

values from the image. 

3.   Rearrange the mask value ascending , So we will get 

data as form   (x), where (x=1,2,….,n). 

4.   Re-ascending the odd values  and Re-Descending  the 

Even values , By that we get Gaussian form. 

5.  Calculate the value of (   ) from equations (4), (5) and 

(6). 

6.  Calculate the value      from equation (1). 

7.  Estimate the absolute error  between the data     and 

the  approximated curve      , by using:  (7). 

8.  Choose the great mean of the errors and Then  compare 

" If  error  > th  " then can be assigned the central mask 

point as n edge point. 

9.  Output:  The edge detection of  image I. 

5. EXPERIMENT RESULTS  
In this section, we present the performance of our proposed 

algorithm. "Normal Bacillus Spore"  image "Fig. 3"  is used to 

compare the results of our proposed method with the other 

edge detection methods under threshold value equal to 25 

which can selected from experiment results." Bacillus" is a 

genus of bacteria of the family Bacillaceae. The genus is 

separated into 48 species, of which three are pathogenic. The 

performance of the proposed scheme is evaluated through the 

simulation results using MATLAB. It has been observed that 

the proposed algorithm works effectively compare to other  

methods as shown in Fig. 4. 
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Fig.3 : Normal Bacillus Spore Image 

     (a) : Proposed                                           (b) : LoG 
 

         (c) : Sobel                                          (d): Prewitt 

Fig. 4: Performance of Proposed Edge Detector for 

"Normal Bacillus Spore" 

6. CONCLUSION  
In this paper, novel  algorithm is proposed for edge detection 

in biomedical images based on least square approximation  

method which considered one of the types of the numerical 

methods. The traditional methods give rise to some problems 

like false edge detection, missing true edges, producing thin 

or thick lines and problems due to noise. Results demonstrate 

the success of the proposed method, which show that our 

method of achieves very encouraging results with good 

accuracy and simple computations. Another benefit comes 

from easy implementation of this method. Also our approach 

can extended to detection the edges of colors images directly 

without convert it to gray level image and this will be 

considered in the next article. 
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