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ABSTRACT 

Collaborative filtering (CF) recommender systems are 

typically unable to generate adequate recommendations in 

sparse datasets. Empirical evidence suggests that 

incorporation of a trust network among the users of a 

recommender system can significantly help to alleviate this 

problem. For this reason, some studies have been done on 

combining CF with trust-enhanced recommender system. In 

this study, we analyze the switching hybrid recommender 

system with the CF and trust-enhanced recommender system 

components from both rating coverage and mean absolute 

error point of view. Experiments on a dataset from 

Epinions.com prove that, although the rating coverage of this 

hybrid method is better than both (CF and trust-enhanced RS), 

but has lower accuracy than just using trust-enhanced RS. In 

other words, trust-enhanced RS outperforms the hybrid 

recommender system consisting of CF and trust-enhanced RS. 

Finally, we justify this result using analytical method.  
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1. INTRODUCTION 
Recommender systems can guide the users through the vast 

amount of information, and they are gaining tremendous 

importance in recent years. These systems receive some 

information about their user’s profiles and relationships, and 

then, suggest items that might be of interest to them [6][25]. A 

variety of techniques have been proposed for performing 

recommendation, including content-based, collaborative, 

knowledge-based and other techniques. To improve 

performance, these methods have sometimes been combined 

in hybrid recommenders. One common thread in 

recommender systems research is the need to combine 

recommendation techniques to achieve peak performance. All 

of the known recommendation techniques have strengths and 

weaknesses, and many researchers have chosen to combine 

techniques in different ways. Hybrid recommender systems 

combine two or more recommendation techniques to gain 

better performance with fewer of the drawbacks of any 

individual one. Most commonly, collaborative filtering is 

combined with some other technique in an attempt to avoid 

the ramp-up problem [20]. One of the most widely used 

recommendation techniques is collaborative filtering (CF), 

which typically works by identifying users whose tastes are 

similar to those of a particular user and by recommending 

items that they have liked [3][7][26]. However, CF 

recommender systems face important challenges. One of the 

most important is data sparsity [9]. Data sparsity indicates the 

cases when the number of ratings available, are significantly 

low in comparison with the number of items and users. In this 

situation, finding similar users is impossible for some users; 

because they have not rated sufficient items and similarity 

equations such as Pearson Correlation Coefficient (PCC) 

cannot be applied [6][25]. One of the promising directions 

suggests that the incorporation of a trust network (in which 

users are connected by trust scores indicating how much they 

trust and/or distrust each other), can significantly help to 

alleviate this problem. Primarily, it is because the information 

calculated in trust statements about RS’s users can be 

propagated and aggregated, and hence more people and 

products can be matched [8][16][17][18]. 

 There are several studies on combining collaborative filtering 

with other recommender system techniques and its advantage 

of alleviating the CF problems [17][18][20]. In this paper, we 

prove that, combining two different recommender systems 

will not improve the performance of both techniques 

necessarily. We analyze the combination of CF and trust-

based recommender system in both rating coverage and Mean 

Absolute Error (MAE) point of view (these evaluation metrics 

will be discussed in Section 4) on a real dataset called 

Epinions. Epinions is a real dataset and has the characteristics 

of real data such as high sparsity.  

We know that in real world of recommender systems, the 

dimension of data is really high with millions of rows and 

columns, so it is important to do all the analysis and 

calculations on a dataset which is similar to real data. We 

prove that, trust-enhanced RS outperforms combination of CF 

and trust-enhanced recommender system from the accuracy 

point of view. It means that, the MAE of trust-enhanced RS is 

lower than the MAE of this hybrid method, hence has higher 

accuracy. Finally, we justify this result using analytical 

method. 

The rest of the paper is organized as follows: In Section 2, we 

present some related work on recommender systems. In 

Section 3, we describe the combination of CF and trust-

enhanced recommender system. Section 4 describes our 

dataset used in this study and its characteristic and after that 

we explain some evaluation metrics used to qualification of 

recommender systems and at the end of this section, we give 

our experimental results and then, prove them with an 

analytical approach. Finally, we conclude the paper in Section 

5. 

2. RELATED WORK 
Recommender systems are often used to accurately estimate 

the degree to which a particular user will like a specific item. 

Such algorithms come in many forms, such as content-based, 
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collaborative filtering and trust-based methods; the latter two 

methods are most relevant to our current effort [19][25]. 

2.1 Classical CF Recommender System 
CF algorithms produce a rating for an item i which is new to a 

user a. This new rating is based on a combination of the 

ratings of the nearest neighbours (similar users) already 

familiar with item i [2]. The classical CF-formula is given by 

(1). The unknown rating Pa,i for an item i for a user a is 

predicted based on the mean       of ratings by a for other 

items, as well as on the ratings ru,i  by other users u for i. The 

formula also takes into account the similarity wa,u  between 

users a and u, usually calculated as Pearson’s Correlation 

Coefficient (PCC): 

 

(1) 

 

 
Throughout this paper, the rating coverage for a user a, or 

coverage for short, refers to the ratio of the amount of items 

for which Pa,u as in (1) can be calculated versus the total 

amount of items available in the RS. For any RS algorithm, an 

increment in coverage is only beneficial when the accuracy 

does not drop significantly, while an accuracy increase is not 

useful when there are too few ratings that can be predicted. 

Hence, coverage and accuracy should be evaluated together. 

The effectiveness (accuracy and coverage) of CF-based RSs is 

significantly affected by the number of ratings available for 

each user. The more ratings are available, the better the 

quality of the recommendations. Moreover, generating 

recommendations is only possible for users who have rated at 

least two items; because the PCC requires at least two ratings 

per user [2][7][16]. An important problem in CF is data 

sparsity (DS problem). In practice, many commercial 

recommender systems are used to evaluate very large product 

sets. The user-item matrix used for collaborative filtering will 

thus be extremely sparse and the performances of the 

predictions or recommendations of the CF systems are 

challenged.  Most of the approaches combine rating data with 

content data to alleviate DS problem, such as Middleton et al. 

[23] who work with information delivered by ontologies, and 

Park et al. [24] who focus on simple filterbots. Ahn [7] and 

Huang et al. [26], only use rating data: the former introduces a 

similarity measure which takes into account the proximity of 

ratings, the rating impact and item popularity, while in the 

latter approach the set of CF neighbours is extended by 

exploring transitive associations between the items and users. 

2.2 Trust-enhanced RS 
Trust-enhanced RSs can alleviate the DS problem by using 

additional information coming from a trust network in which 

the users are connected by trust scores indicating how much 

they trust and/or distrust each other [9][15]. Such trust 

networks can be generated automatically, e.g. inferred through 

the similarity of rating behaviour or based on a user’s history 

of making reliable recommendations. Another approach is to 

ask RS’s users explicitly to issue trust statements about users. 

A well-known trust-enhanced example is Epinions.com, an e-

commerce site where users can rate products and include 

users in their personal web of trust. In [18], Messa et al. 

investigate how trust can be incorporated into the CF process 

by conducting experiments on a dataset from Epinions. They 

propose a special case of (1) in which the weights wa,u  are 

replaced by trust information ta,u . The formula is given in 

(2). In this approach, trust is interpreted as a numerical value 

which ranges between 0 and 1, denoting absence and full 

presence of trust, respectively[11][13]. 

 

 

 

(2) 

 

2.2.1 Trust inferences 
Due to the number of ratings that exist in recommendation 

systems, underlying social networks are very sparse. There are 

cases in which insufficient or loss of information is 

detrimental for the recommendation algorithms. Consider, for 

example, the case in which associations between users are 

based on very few data or the case in which there aren’t any k 

users to employ in a k-nearest neighborhood algorithm. A 

motivating example is illustrated in Fig. 1. Suppose that users 

S, N have rated item I1 and users N, T have rated I2. Classic 

CF will associate user S with user N and user N with user T, 

but not user S with user T. However, a more sophisticated 

approach that incorporates transitive interactions would 

recognize the associative relationship between user S and user 

T and infer this indirect association. To deal with this 

problem, we can adopt a method of inferring trust between 

users that are not directly associated to each other.Thus, in the 

example, it is possible to infer trust between the source user S 

and the target user T through the intermediate user N. 

According to this process, trust is propagated in the network 

and associations between users are built, even if they have no 

co-rated item. The main strength of trust-enhanced 

recommender systems is their use of trust propagation 

operators; mechanisms to estimate the trust transitively by 

computing how much trust a user a has to another user c, 

given the value of trust for a trusted third party (TTP) b by a, 

and c by b. Although there is much debate about the most 

suitable propagation operator(s), see e.g. [8][21][22], all of 

them agree on the case of atomic direct propagation, namely 

that if a trusts b and b trusts c then it is inferred that a trusts c. 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Trust inferences [14] 

Goldbeck’s Tidaltrust and Messa’s MoleTrust are specifically 

designed for propagation of trust only [10][18]. They both 

choose multiplication as propagation operator and take into 

account a maximum propagation depth and a minimum trust 

value below which users are not allowed to interfere in the 

recommendation process, but the ways these two thresholds 

are determined differ significantly. Another, very recent 

research path is the propagation of trust and distrust, which 

obviously requires new propagation operators.  By combining 

(propagated) trust information with the available ratings, more 

users and (consequently) more items get covered by the RS, 

even if only few trust statements per user are available. In 
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particular, a prediction Pa,u can be calculated when a trust at 

least one user u to a degree 
0, uat

 and  u already rated i.  

3. COMBINING COLLABORATIVE 

FILTERING AND TRUST-ENHACED RS 
There are several approaches to make a hybrid recommender 

system. One of them is weighted hybrid recommender system 

that combines different recommendation techniques by their 

weights, which are computed from the results of all of the 

available recommendation techniques present in the system. 

The combination can be linear, the weights can be adjustable, 

and weighted majority voting or weighted average voting can 

be used. Other methods for making a hybrid recommender 

system such as switching, mixed, feature combination, 

cascade, feature augmentation and meta-level can be found in 

[20]. The method which we have used in this paper is 

switching hybrid recommender system. This approach 

switches between recommendation techniques using some 

criteria, such as confidence or any other criteria levels for the 

recommendation techniques. In our case, when the CF system 

cannot make a recommendation according to these criteria, 

then, another recommender system such as trust-enhanced RS 

is attempted. We have considered the ability to calculate 

similarity as our switching criterion. The approach of 

combining CF with trust-enhanced RS is as follows:  first we 

use CF to find similar users to a specific user. If similar users 

are found, we use their ratings as an estimation of predicted 

rating for the items that the user has not rated. But if similarity 

cannot be calculated, we use trust information and find users 

who trusted by this user. The architecture of combining 

collaborative filtering with Trust-enhanced recommender 

system is depicted in Fig. 2. The “rating prediction” module 

takes as input both the estimated trust matrix and the user 

similarity matrix. The idea is that the weight of a neighbour 

used in Eq. (1) can be derived both from the user similarity 

value computed by the similarity metric (Pearson Correlation 

Coefficient in our case) or the predicted trust value computed 

by a trust metric. If the former cannot be calculated, the latter 

will be used. First, we compare performances of RS 

algorithms that use only trust information with standard CF. 

We start by using only users explicitly trusted by the active 

user (the user whom we want to recommend for), i.e., not 

propagating trust or setting the propagation horizon at 1 for 

the local Trust metric MoleTrust [17]. This algorithm is called 

MT1. In general RSs based on trust propagation, work better 

in sparse datasets. They don’t use (few) ratings information 

for deriving a similarity measure to be used as weight for that 

user, but use the trust information explicitly provided by the 

user. In this way, even for a user with just one friend, it is 

possible that her/his friend has rated the items she/he rated 

and hence a prediction is possible. 

 

 

 

 

 

 

 

4. EMPIRICAL VALIDATION AND 

EXPERIMENTS RESULTS 
In this section, we present experiments conducted by us for 

evaluating the performance of the switching hybrid 

recommender system with CF and trust-enhanced RS 

components. In particular, we compare combination of CF 

and trust-enhanced RS with systems using only trust metrics 

and systems that use pure collaborative filtering. First, we 

describe the dataset and introduce the evaluation strategy we 

followed. Then, we present the actual results of the 

experiments. 

4.1 Epinions.com dataset 
The dataset we used in our experiments is derived from the 

Epinions.com web site. Epinions is a consumers opinion site 

where users can review items (e.g., cars, books, movies, 

softwares) and also assign them numeric ratings in the range 

of 1 (min) to 5 (max). Users can also express their web of 

trust, i.e. reviewers whose reviews and ratings they have 

consistently found to be valuable and their block list, which is 

a list of authors whose reviews they find consistently 

offensive, inaccurate, or not valuable. Inserting a user in the 

web of trust equals to issuing a trust statement of value 1 (max 

trust) in her/him while inserting her in the block list equals to 

issuing a trust statement of value 0 (min trust) in her/him. 

Intermediate values such as 0.6 are not expressible in 

Epinions. Note however that the block list is kept private in 

Epinions.com in order to let users express more freely, so it is 

not available in this dataset. The dataset consists of 49,290 

users who rated a total number of 139,738 different items at 

least once. The total number of reviews is 664,824 and the 

total number of issued trust statements is 487,181. Rating 

matrix sparsity is defined as the percentage of empty cells in 

the matrix user-items and in this case it is 99.99135%. The 

mean number of created reviews is 13.49 with a standard 

deviation of 34.16. It is interesting to have a look at what we 

called “cold start users”. They are the large majority of users. 

For example, 26,037 users expressed less than 5 reviews and 

they account for 52.82% of the population which is shown in 

Fig. 3. The mean number of users in the web of trust is 9.88 

with a standard deviation of 32.85. Fig. 4 shows the number 

of users who expressed different number of trust statements; 

another interesting point is the distribution of ratings. About 

45% of the ratings are 5, and 29% are 4. For the case of 3 

ratings, this value is 11%.  This percentage is 8 and 7 for 2 

and 1 rating(s), respectively. The mean rating is hence 3.99. 

Note that almost half of the ratings are 5, i.e., the maximum 

possible value. 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2.  Hybrid recommender system architecture consists 

of CF and trust-enhanced RS 
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4.2 Evaluation Metrics 
The most widely used technique for evaluating recommender 

systems is based on leave-one-out [3][11][12]. Leave-one-out 

is an offline technique that can be run on a previously 

acquired dataset and involves hiding one rating and then 

trying to predict it with a certain algorithm. The predicted 

rating is then compared with the real rating and the absolute 

value of the difference is the prediction error. The procedure 

is repeated for all the ratings and an average of all the errors is 

computed as the Mean Absolute Error (MAE). Another 

important measure that is often not reported and studied in 

evaluation of RSs is coverage. Herlcker et al., in their solid 

review of recommender systems evaluation techniques, 

underline how it is important to go “beyond accuracy” in 

evaluating RSs [12]. They count coverage as one step in this 

direction. Coverage simply refers to the fraction of ratings for 

which, after being hidden, the RS algorithm is able to produce 

a predicted rating. It might in fact be the case that some RS 

techniques are not able to predict the rating a user would give 

to an item. These two evaluation metrics belong to the 

objective metrics for measuring the quality of a recommender 

system. There are also subjective metrics that we can take into 

account and enhance the user experience according to these 

subjective metrics [4]. Diversity, explanation, transparency, 

robustness are some of most important subjective metrics that 

should be measured carefully in order to evaluate the RS 

techniques [13]. In this paper, we only focus on objective 

metrics, i.e. MAE and coverage. 

4.3 Experiments Results 
CF uses the ratings of items rated by users to calculate 

similarity between them. That means it has no idea about what 

exactly one user trust on another user. This problem would be 

more dramatic when the number of items a specific user has 

rated is few. Hence deciding on these few ratings for 

calculating similarity between users seems to be not very 

accurate. From this, we can conclude that, finding similarity 

between users or items just based on ratings would cause our 

RS to have weak similarity computation in some situations 

that the number of ratings is not sufficient. Since similarity 

computation is the vital step in recommendation process, 

hence recommender system would make weak 

recommendation; and as a result, would have low accuracy. In 

fact, in real datasets such as Epinions, we have this situation. 

As we mentioned in subsection 4.1, this dataset is 99.99% 

sparse. Implementing the combination of CF with trust-

enhanced RS, we achieve the results depicted in Fig. 5 and 

Fig. 6. From Fig. 5, we can see that the MAE of CF is higher 

than other two methods (trust-enhanced method and the 

hybrid method). The interesting point that we should notice is 

that the accuracy of hybrid method is higher than typical CF 

and lower than trust-enhanced RS. On the other hand, from 

Fig. 6, we can see that the rating coverage of the combination 

method is higher than two other methods, since in this case we 

have both ratings that CF can predict and those that CF 

cannot, but trust-enhanced RS can. Improvement of rating 

coverage was predictable but what happened to MAE? Why 

the MAE of hybrid method is higher than trust-enhanced RS? 

To justify these results we are going to find a formula to 

calculate the MAE of this hybrid method. First, we denote the 

ratings that CF can predict with PCF and the ratings that trust-

enhanced RS can predict with PTrust. Being more formally: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 (3) 
 

 

This notification tells us that the ratings that CF can predict, is 

a set of L ratings and the ratings that trust-enhanced RS can 

predict is a set of Z ratings. L and Z are positive integer 

values. Hence, the ratings that combination method can 

predict will be Pcombination:: 

 

(4) 

 

G is the subset of PTrust because the ratings that cannot be 

predicted by CF, is calculated by trust-enhanced RS and if 

  
Fig. 6.   The rating coverage of different RS algorithms: CF,  
Trust - enhanced, combination of CF and Trust - enhanced  
RS with switching approach.   
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Fig. 5. The MAE of different RS algorithms: CF,Trust-

enhanecd, combination of CF and Trust-enhanced RS with 

switching approach. 
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calculable, it will be the predicted rating by hybrid method. If 

we denote the number of whole ratings as A then the number 

of ratings that CF cannot predict but trust-enhanced RS can, 

will be (A-L)m . Here, L is the number of ratings that CF can 

predict and m is the variable coefficient that is between 0 and 

1. The MAE of CF and Trust-enhanced RS can be calculated 

using the following equations: 

 

 

 

(5) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
For calculating MAE of hybrid method we should take into 

account the MAE of CF and Trust-enhanced RS. Also we 

should know that the number of ratings that hybrid method 

can predict may higher than both CF and trust-enhanced RS. 

We know that MAE is the average of predicted ratings errors. 

In this case it will be the average of Pcombination errors. 

Hence the MAE of Pcombination will be: 

 

 

(6) 

 

 

 

 

where, x is an integer value and has a value between 1 

and Z ( it is an index in PTrust set).  From Eq. (5) and Eq. 

(6) we have: 

 

(7) 

 

 
Eq. (7) is true for any dataset. It means that in any dataset 

when we combine CF with trust-enhanced RS with switching 

approach then the MAE of result will be in the form of Eq. 

(7). As we mentioned in Section 4, we used Epinions dataset 

for our experiment. It is clear that, for rejection of a claim, it 

is enough to give an example that shows the claim is not 

always true. So from now, we continue our justification 

according to this dataset. In our dataset (Epinions.com) the 

following fact holds: 

 
(8) 

 

 

To explain this fact, it is enough to look at Fig. 5; according to 

this figure, the CF rating coverage is 51% that can be 

approximated as 50% , so L is half of A( the number of whole 

ratings available in the dataset). This means that, CF can 

predict only half of ratings available in the dataset, so the Eq. 

(7) takes the following form: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Remember again that the fact A=2L holds in Epinions dataset 

and it is not necessarily true for other datasets. Eq. (9) 

demonstrates that, MAE of the hybrid method depends on the 

ratio of ratings that CF cannot predict but trust-enhanced RS 

can in the Epinions dataset. To find this ratio, we should come 

back to our dataset again and find the ratings. Table 1 gives 

some useful information about the number of ratings that CF 

and trust-enhanced RS can predict or not. In this table, you 

can see the number of ratings that CF can predict with the 

consideration of other algorithms (trust1, trust2, trust3 and 

trust4) combined with it. In addition, the number of ratings 

that each algorithm can predict independently is also 

presented. The MAE of using trust algorithm with different 

trust propagation depths on these ratings is also shown.  This 

information can be calculated for any dataset and the results 

can be injected into Eq. (9) and the MAE can be found. DC 

stands for don’t care and it means that the corresponding 

algorithm is not considered. For example, the first row is the 

number of ratings that CF can predict without considering 

other algorithms (Trust1, Trust2, Trust3, and Trust4) and the 

last row shows the number of ratings that CF cannot predict 

but Trust4 can, without considering other algorithms 

(Trust1,Trust2,Trust3), and the MAE of using Trust4 on this 

CF Trust1 Trust2 Trust3 Trust4 Number of 

ratings 

MAE of using 

trust algorithm 

Corresponding 

value of m 

1 DC DC DC DC 339060 DC DC 

DC 1 DC DC DC 186150 0.837 DC 

DC DC 1 DC DC 398894 0.829 DC 

DC DC DC 1 DC 491969 0.811 DC 

DC DC DC DC 1 511914 0.805 DC 

0 1 DC DC DC 93075 0.833 0.2857 

0 DC 1 DC DC 119668 0.827 0.3673 

0 DC DC 1 DC 166206 0.791 0.5102 

0 DC DC DC 1 179502 0.774 0.5510 
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ratings. According to this information, the MAE of combining 

CF with Trust1 can be calculated as follows: 

 

 
 

 

Since m is the ratio of ratings that CF cannot predict but 

Trust1 can (in this case we use Trust1), hence it will be 

93075/(664824-339060)=1/3.5 i.e. m is 0.2857. Remember 

that, number of whole ratings are 664824 and the number of 

ratings that CF can predict is 339060. Also the number of 

ratings that CF cannot predict but trust1 can is 93075. So the 

MAEcombination will be 

(0.843+0.2857×0.815)/1.2857=0.841. The MAE of combining 

CF with different trust methods (Trust1, Trust2, Trust3, and 

Trust4) was shown previously in Fig. 5. The corresponding 

value of m for different trust method is shown in most right 

column of Table 1. This result was not far unpredictable, since 

CF is not able to find good neighbours, more participating in 

prediction process will cause to accuracy get lower and hence 

MAE will be higher. In the case of rating coverage, it is 

obvious that the coverage of combining CF with trust-

enhanced RS (or any other recommender system) is higher 

than or equal to CF; when ratings that CF cannot predict also 

cannot be calculated by trust-enhanced RS, then rating 

coverage of CF and the hybrid method would be equal; in 

other cases, it will be higher for hybrid method. But according 

to Fig. 6, this improvement in rating coverage is not much 

higher than trust-enhanced RS rating coverage for trust 

propagation depths 2, 3, 4 and higher. 

 

5. CONCLUSION 
In this paper, we investigated the accuracy of the combination 

CF and trust-enhanced recommender system. We used 

switching approach for this combination. That means when 

one criterion did not meet (in our case this criterion is 

calculating similarity) we switch to another method. In fact, 

we first try CF, and whenever CF cannot find similar users to 

active user, try trust-enhanced RS. Experiments conducted on 

Epinions.com dataset showed that the accuracy of this 

combination is better than CF but worse than using trust-

enhanced alone. This result is because CF usually cannot find 

good neighbours to active users in sparse datasets, since it 

calculates similarity just according to some ratings. There are 

a lot of situations that two users have not rated items in a 

similar way but actually they are really similar. The reverse 

situation is also true; there are some situations that users have 

rated similar items in a similar way but actually they have not 

similar taste in other cases. In the other side, trust information 

is much reliable since they are expressed by users in a direct 

way and not calculated from ratings. Although rating 

coverage is improved by combining CF and trust-enhanced 

RS, but this improvement is not such an excellent victory that 

let us carry the deterioration of accuracy in comparison with 

using trust-enhanced RS alone. So as a final conclusion, we 

can say that, hybrid recommender systems are not always 

preferable to single techniques and there are some situations 

as described in this paper that a single technique has better 

performance. Finally, it is worth noting that CF is not a good 

method to find similar users in sparse datasets when trust 

information is available. 
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