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ABSTRACT

In this paper, you study (strong) generalized closure operators
and their interactions with generalized topologies, (strong)
generalized interior operators (ascending, complete) generalized
neighbourhood systems and extend the commuting diagram of Cao,
Wang and Wang [1]] to include strong generalized closure operators.
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1. INTRODUCTION

In a series of papers, Csaszar ([2], [3] and references there in)
has laid the foundation of generalized topological spaces which
contains the class of topological spaces. These are mathematical
structures in which generalized topologies are collections of
subsets of a set closed under arbitrary unions. Similarly, the notions
of neighbourhood systems and interior operators, are weakened
to obtain the notions of generalized neighbourhood system and
generalized interior operator. Then their interactions with each
other were studied in Csaszar [2]], Shen [3], Min [4], Cao et al.
[L]. The notion of complete neighbourhood system was introduced
in [5] and it is used to establish that there is a one-to-one
correspondence between complete neighbourhood systems and
generalized topological spaces. Cao et al. [1]], further extended
the above result and obtained one-to-one correspondence between
the class of generalized topological spaces and the class of strong
generalized interior operators and hence also between the class
of complete generalized neighbourhood system and the class of
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strong generalized interior operators. In this paper, we supplement
the above work by including in the framework the notion of
(strong) generalized closure operators. Then the interaction of
generalized closure operator with the generalized topological
spaces (complete, ascending) generalized neighbourhood systems
and (strong) generalized interior operator is investigated. This
brings in analogues of all the relevant results in [, 4} [1]]. Further
some new results are required to extend the commuting diagram
of Cao et al. [1]] to include in it the strong generalized closure
operators.

The paper is organized as follows. Section 2 contains preliminaries.
Section 3 contains the interaction among generalized topological
spaces,(ascending, complete) generalized neighbourhood systems
and strong generalized closure operators, which essentially
completes the proof that the outer triangles in the diagram in
Theorem 4.9 commutes. In Section-4, we establish that the other
triangles in the above diagram also commute.

2. PRELIMINARIES

Let X be a set and Exp X be the power set of X. A subset p
of Exp X is called a generalized topology (GT) on X if p is
closed under arbitrary unions. Note that the empty set ¢ is in p
and the set X may not be in u. A generalized topological space is
a pair (X, u), where 1 is a GT on X. In a generalized topological
space (X, i) the elements of y are called p-open sets and their
complements are called u-closed sets. A mapping ¥ : X —
Exp(Exp X) is called a generalized neighbourhood system (GNS)
if for each x € X and the set A € ¥(z), z € A. A GNS VU is
called ascending if foreach z € X,V € ¥(z) and V' C A implies
that A € ¢(z).

A GNS V is said to be complete (CGNS) if for each z € X and
x € A€ U(x)thereisaset O suchthatz € O C Aandy € O
implies that there exists a set B € U(y) with B C O.

A mapping I : Exp X — Exp X is called a generalized interior
operator (GIO) if

(i) I(A) C A, and
(i) A C Bimplies I(A) C I(B) forall A, B € Exp(X).

A GIO is said to be strong (SGIO) if I(I(A)) = I(A) for all
A € Exp(X).



Given one of GT, GNS and GIO on a set X, the other two are
related via the following definitions [1,2,4,5].
Given p:
U, (r)={A:2 € M C Aforsome M € u}.
I,(A)=U{M CA: M € pu}.
Given p:
wy = {M C X : z € M implies that there exists a V' € ¥U(z)
such that V' C M}.
U (A) = {x € M : there exists a set V € W(x) such that V' C A}.
Given I:
ur={ACX:A=1(A)}.
Uix)={ACX:zeI(A)}.
It is obvious that ¥, and ¥; are GNSs, I, and Iy are GIOs, and
o and py are GTs on X. Moreover, ¥, is always complete and

1,, is always strong. It is a shown in Cao et al. [1] that the following
diagram commutes:

L
GT = > CGNS
b4
I [ I
k4
SGIO
Fig. 1.

THEOREM 2.1 [5, THEOREM 2.4]. . Fora GNS V¥V on a set X,

the following statements are equivalent.
(1) ¥ is complete.
2 v=y,,.
3) ¥ =W, for some GT pon X.
A mapping C' : Exp(X) — Exp(X) is said to a generalized
Closure operator (GCO) if

(i) ACC(A)and

(i) A C Bimplies C(A) C C(B) forall A, B € Exp(X).
A GCO is said to be strong (SGCO) if C(C(A)) = C(A) forall A
in Exp X.
It may be noted that if we define the relation
C(A)=X—-I(X—A), then I is a GIO if and only if C is
GCO, and [ is SGIO and if and only if C' is SGCO. In this sense
C and I are considered to be dual operations.

3. ONGT, GNS, GCO
Given a GT p, we define
C,(A)={F:ACFand F' =X — F € p}.
Given a GNS W, we define
Cg(A) =n{z:V € U(x) implies V N A # (}.
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Given a GCO C, we define
we={A:C(X -A)=X— A}
VUe(z)={A:ze X -C(X —-A)}.
Ic(A) =X -C(X - A).
Given GIO I, we define
Ic(A) =X - I(X — A).
It is obvious that C), is always a SGCO.

THEOREM 3.1. For each GT p on a set X. The following
statements hold.

D p=pc,.
2) p=py,.
(3) Cu=Cy,.
4 U, =V¢,.
O) p=pcy,-
©6) p=pug,-

PROOF. (1).Let A € p. Since X —A s p-closed, C,, (X —A) =
X — A. Therefore, A € pc,. Conversely A € pc,. Then
C.(X — A) = X — A. This means that A is p-open.
(2). See [} Theorem 2.1].
(3). z € C,(A) if and only if  is in every u-closed set containing
A if and only if z is not in any p-open set disjoint from A if and
only if every p-open set containing x intersects A if and only if
every V € ¥, (=) intersects A if and only if z € Cy, (A).
4. A € Vg, (A) ifand only if z € X — C,(X — A) if and
only if z ¢ C,(X — A) if and only if there exists a p-closed set
F containing X — A such that x ¢ F if and only if there exists a
p-open set M such thatz € M C Aifand only if A € U, ().
(5). (1) and (3) imply (5).
(6). (4) and (2) imply (6). O

LEMMA 3.2. For GCO C on a set X we have
(1) C=Cyg,.
?2) pe = pvg-

PROOF. (1). We show that C(A) = Cy (A) for each subset
Aof X.Letx € Cy, (A). Then for each V € ¥ (x), VN A
is non-empty. Since (X — A)N A = ¢, X — Ais not in U (x).
That is, = is not in X — C'(A). So that, z is in C'(A). Conversely,
let z isin C(A). Let V € U (x). Then z is not in C'(X — V). So
X -V # A Thus, VNA#¢.

(2). A € pc if and only if C(X — A) = X — A if and only if
A=X-C(X —A)ifandonly if A € ¥ (z) for all z in A if
andonlyif A € py,. O

EXAMPLE 3.3. However, the equality C = C, ., may not
hold. We take Example 2.3 in Cao et al. [1] and take C as the
dual of the generalized interior operator I defined there, that is
C(A) = X — A(X — A). So that C(¢) = ¢, C({a}) = {a,c},
C({b}) = {a,b}, C({c}) = {b,c}, C({b,c}) = C({b,c}) =
C({a,c}) = C({a,b}) = C({a,b,c}) = X. So that pc =
{¢, X}. Thus, C({a}) = {a,c} and C,,, ({a}) = X.

For a GCO C there may not be any GT i such that GCO generated
by p is C. For instance, if in the above example p is a GT such



that C,, = C then pc = pc, and C,,, = Cﬂcu = C, by
Theorem 3.1(1). Thus, C\,, = C, a contradiction. So it is natural
to study the additional restriction necessary on a GCO so that it
can be generated by a GT.

LEMMA 3.4. Fora GNS W on a set X, |1y = ficy, .-

PROOF. Let A € py and x be a point in A. Then there exists,
aV € U(x)suchthat V C A SoV N (X — A) = ¢. This
means that © ¢ Cy (X — A). Therefore, Cy (X — A) = X — A.
Thus, A € pc,. Conversely, let A € pc, and € A. Then
A =X —CCy(X — A). Therefore, z ¢ Cy (X — A). So there
exista V in ¥(z) such that V' N (X — A) = ¢. Therefore, V C A.
Thus A € py. O

THEOREM 3.5. If VU is ascending GNS then ¥ = W¢,,.

PROOF. If A € V¢, (x) then z is not in Cy(X — A). So
there exist a V' € W(x) such that V N (X — A) = ¢. That is,
V C A. Since V¥ is ascending, A € ¥(x). Conversely, let A be in
U(z). Since AN (X — A) = ¢, z is not in Cy (X — A). Thus,
z € X — Cg(X — A). Consequently, A € ¥, (z). O

THEOREM 3.6. For an ascending GNS W on a set X, the
following statements are equivalent.

(1) W is complete.

(2) Cy is strong.

(3) Cy = C,, for some GT pon X.
4 Cy =C,y.

(5) Cy = C’#C\p.
© v=yv,,.
(N ¥ =VYg,,-
8) ¥ = \I’#Cq’.

PROOF. (4)=(3), (3)=(2) and (4)<(5) are obvious. So we
prove (2)=-(1)=(4).
(2)=-(1) follows from the fact that C'y and Iy are dual of each other
and the fact (2)=-(1) in [2| Theorem 3.2].
(1)=(4). Let F be a puy-closed set containing A. Let x € X — F..
Then there exists a set V' € W(x) such that V C X — F. So
V N A = ¢. So that z is not in C'y (A). Therefore, C'y(A) C F.
So Cy(A) € C,, (A). Note that in this part we have not used
the completeness of W. Conversely, let V' € ¥(z) be such that
VNA = ¢. Since ¥ is complete there exist a set O such that
xz € O C Vandy € O implies that there is a B € ¥(y) with
B C O.Then O € py and O N A = ¢. Therefore X — O is a
pw-closed set containing A and « is notin X —O. Thus, z ¢ C,,,.
This proves that C,,, (A) € Cyg(A). This proves that the first five
statements are equivalent.
(6)<=(8) follows from Lemma 3.4.
(1)&(6) comes from Theorem 2.1.
(4)=-(7) comes from Theorem 3.5.
(7)=(1). Since g is a GT, C},,, is strong. Therefore \IICLL\I/ =v
is complete by the implication (2)=-(1). O

THEOREM 3.7. For a GCO C on a set X, the following
statements are equivalent.

(1) C is strong.
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(2) ¢ is complete.

(3) Yc = 1, for some GT pon X.
@) Yo =Yuc-

(5) Yo =y, -

©6) C=0Cy.

) C=C,,, .

® C=Cy,.

PROOF. (1)=(2). ¥ is complete if and only if C,, is strong
by Theorem 3.6 if and only if C'is strong by Lemma 3.2.
(D=@#) pc = py, by Lemma 3.2. Since C' is strong, ¥¢ is
complete. So by Theorem 2.1 U = ‘I/ch = Y-
(4)=-(3). Obvious.
(4)=(2) follows from definition of W ,.
(4)&(5). From Lemma 3.2, ¢ = fiy, sothat ¥, = \I/ch , that
is, Yo = \Ilﬂwc by (4). Similarly, ¥ = \I/M)c = ¥, using
Lemma 3.2.
(1)=(6). If C is strong then CA is a pc-closed set containing A.
Consequently, C,,, (A) € CA. On the other hand, if A C F and
F'is pc-closed, then CA C CF = F.So CA C C,, (A).
(6)=(1). We prove CCA C CA. Suppose that = is not in C'A
and CA = C,, (A). So there exists a pic-closed set F' such that
A C Fand zisnotin F. Now CCA C CCF = CF = F.
Therefore, x is not in CC A. Thus C' is strong.
(6)<(7) follows from Lemma 3.2(2).
(4)=(8) follows from Lemma 3.2(1).
(8)=(1). Since pc is a GT, ¥, is complete. So CWC =Cis
strong by Theorem 3.6.

4. ON GT, GNS, GIO AND GCO

THEOREM 4.1. For a GCO C on a set X the following
statements hold

D) Yo =i
@) Io = Iy
(3) C=Cy,.

PROOF. (1).Let A€t (z). Thenz€lo(A)=X-C(X—-A).
Thus, A€ U (z). Conversely, if A€ ¥ (z) then z € X—C(X—A).
Therefore, z € Ic(A). So A € W, (x).

(2). Let A be a subset of X and = € I, (A). Then there exists a
set V € ¢c(x) suchthat V C A. Thenz € X — C(X — V) and
V C A. Therefore, z € X — C(X — A) = Ic(A). Conversely,
letz € Ic(A) = X — C(X — A) then A € Ug(x). Therefore,
T € IT/)C (A)

(3). For a subset A of X, C;,(4) = X — Ic(X — A) =
X—(X-CA). O

THEOREM 4.2. For a GNS VU on a set X, the following
statement holds.
D) Iy = Icy.
2) Cy =Cfy,.

PROOF. (1). Let A be a subset of X and z € I, (A) =

X — Cy(X — A). Then there exists a set V € ¥(z) such that
VNn(X—-A) = ¢ Thus, V C A. Therefore, A € ¥(z).



Conversely, let A € (). Then z is not in C'y (X — A). Therefore,
S Icq, (A)

(2). Let A be a subset of X and x € Cf,(A). Then for all
V e U(z), VNA # ¢ Thus, x € Cy(A). Conversely, let
xz € Cy(A). Then every V in W(z) intersects with A. Therefore,
zisnotin Iy (X — A). Thus, x € Cr, (4). O

THEOREM 4.3. For a GIO I on a set X, the following
statements holds.

(1) U, =T,
) C; = Cy,.
3) Io, = 1.

PROOF. (1).Let A € ¥¢, (x). Thenz € X — C(X — A) =
I(A). Therefore A € W;(A). Converse is obvious.
(2). Let x be a point not in C'y, (A). Then there exists a set V' in
W (x)suchthat VNA = ¢. Thenz € I(V)and V C X —A. Then
x € I(X — A). Therefore, z is not in C;(A). Conversely, if z is a
point notin C7(A) then x € I(X — A). Therefore, X — A € U (z)
and (X — A) N A = ¢. Consequently, z is not in C'y, (A).
(3). Obvious. O

THEOREM 4.4. For a GT pu on X, the following statements
hold

(D p=pig,-
() p=pcy,-

PROOF. (1). A € Pig, if and only if A = Ig,(A) =
X -C, (X —A)ifandonly if C,,(X — A) = X — Aif and
only if A € p.

2). A€ pey, ifand only if X — A = Cp, (X — A)
ifand only if ,,(A) = Aifandonlyif A€ pu. O

= X - 1,(4)

THEOREM 4.5. For a SGIO I on X, the following statements
hold.

() I=1I,.,
@ I=1Ic,,.

PROOF. (I).Let AC X andz € I, (A). Then there exists a

set M € pc, suchthatz € M C A. ThenCy(X —M) = X —M.
Therefore, X —IM = X — M. Thus, IM = M andx € M C A.
Therefore, z € I(A). Conversely, let x € I(A). Since I is
strong X — I[(I(A)) = X — I(A) and z € I(A) C A. Thus,
Cr(X — (I(A4)) = X —I(I(A)) = X — I(A). Therefore
I(A) € pc. Thus, z € Ic, (A).
(2).Letz € Ic, (A) — X — C,,; (X — A). This means that there
exists a set F' such that X — A C F, F' = X — F € pu; and
x is not in F'. Therefore, z € F’ € p;. Thus, I(F') = F’ and
z € F' C A. Sozisin I(z). Conversely, let z € I(A). Since I
strong, I(A) € pr. Since X — A C X — I(A) it follows that z is
notin C,; (X — A). Therefore, z isin I¢, (A4). O

THEOREM 4.6. Fora SGCO C on X, the following statements
hold.

(1) C =0y,
2 C=C
(3) C=Cy,,.
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@ C=0Cy,, .

PROOF. (1). For a subset A of X, let z € CIuC(A) =
X-T.(X-A) =X-UMCX-A:MEe pc} =
X-UMC X—-A: CKX—M) = X — M} Then
for M C X — Asuchthat C(X — M) = X — M,z ¢ M.
Let us take M = X — C(A). Then M C X — A and
C(X —-M)=C(C(A)) = C(A) = X — M. So that z is not
in X — C'A. Conversely, let z be in CA. Let M C X — A be
such that C(X — M) = X — M. Then A C X — M so that
CA C X — M. Thus, M C X — CA. Therefore, x is not in
UMCX-A:C(X-M)=X-M}=1I,X-A).It
means that z € C,, , (A).

(2). For a subset A of X, we have €y, (A) =N{F: AC Fand
X—-Fepu t=MF:ACFadIc(X-F)=X-F=
NF:ACFand X -CF=X-F=n{F:ACF and
CF = F} C C(A) since C is strong, A C C(A) = C(C(A)).
Conversely, if A C F and C(F) = F then C(A) C (F) = F.
Consequently, C(A) € Cy,  (A).

(3) follows from Lemma 3.2 and Theorem 4.1.

(4) follows from Theorem 4.1(2) and (3). O

THEOREM 4.7. If U is ascending GNS on X. Then the
following statements hold.

[ORE ‘Illcq;
2) v= \Ilcl‘p.

PROOF. (1) ¥ = W, by [2, Theorem 3.5]. Now (1) follows
from Theorem 4.2.

2. ¥ = Vg, by Theorem 3.5(2) now follows from
Theorem 4.2. O

THEOREM 4.8. For GIO I ona set X, the following statements
hold.

W) I =TIy,
@ I=Ic,,.

PROOF. (1). Follows from [5, Theorem 3.5] and Theorem 4.3.
(2). Follows from Theorem 4.3(2) and (3). O

The following theorem extends the diagram mentioned earlier.

THEOREM 4.9. The following diagram commutes, where the
objects are the classes of GT’s, CGNSs, SGIOs and SGCOs.

1
> CGNS
\\. SGIO ’/
SGCO
Fig. 2.



5.

CONCLUSION

The notion of strong generalized closure operator studied in this
paper constitute a fundamental tool in the study of generalized
topological spaces.
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