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ABSTRACT
For dense deployment of sensor nodes required in many environ-
mental monitoring applications, an hierarchical network organiza-
tion offers distinct advantages over flat networks. Broadcast and
multicast, being the principle modes of communication in these
networks, require confidentiality and authentication to prevent ad-
versaries from broadcasting false messages. In this work, an au-
thentication framework for hierarchical networks is proposed that
permits authenticated and secure broadcast from base station as
well as middle tier nodes using Chinese remainder theorem(CRT).
The proposed protocol uses different prime numbers in each clus-
ter to generate unique CRT solutions for authenticating multicast
messages by cluster head. We shall describe our strategy for the
distribution of prime numbers to establish initial trust in the net-
work. Further, we shall prove that multicast authentication using
CRT is ideal for clustered network organization in terms of energy
efficiency and tolerance to attacks.

Keywords:
Wireless Sensor Networks, Multicast, Authentication, Chinese Re-
mainder Theorem

1. INTRODUCTION
Recent works have proposed the deployment of wireless sensor
networks for safety critical applications such as fire detection
systems[1], structural health monitoring[2] and activity monitor-
ing/target tracking in military environments[3](eg. Border surveil-
lance). The wireless nature of communications and the deployment
of nodes in hostile environment makes the system vulnerable to
eavesdropping and physical compromise by attackers. Therefore,
security must be added to ensure confidentiality and integrity of
sensor messages. Broadcast is the main mode of communication
in wireless sensor networks. Several messages like queries, rout-
ing messages, alerts and network programs need to be broadcasted
to the target nodes in a secure and reliable manner. The limited
memory and energy of the sensor nodes also place stringent re-
quirements on the security of the broadcast protocol. Therefore,
the protocol used for broadcast must be designed exclusively for
the network at hand by taking into account, the nature of the WSN
application and network architecture in order to save energy and
prolong network lifetime.
The critical applications described previously generally require the

installation of a large number of nodes over the geographical area
to be surveilled. In such large scale sensor networks, Clustering
offers distinct privileges over a flat organized sensor network in
terms of energy, bandwidth saving and improved scalability. It also
provides distributed control over the network thereby simplifying
routing and data aggregation. The advantages of introducing hier-
archy in network architecture had been extensively researched and
widely proven[4][5][6].
While broadcast security in flat sensor networks has been fre-
quently addressed in previous works, very few works focus on
broadcast authentication in clustered networks. The hierarchical or-
ganization of these networks implies that the cluster head nodes
have certain level of authority and control over the common nodes.
It is therefore necessary and desirable to authenticate multicast
messages within clusters. This would significantly save bandwidth
as well as minimize the load on the base station.
Apart from authentication, it is also necessary to guarantee confi-
dentiality of the message within the cluster. For instance, if network
programs need to be broadcasted in a military surveillance network,
it may be required for only nodes in a particular cluster to be repro-
grammed. It is preferred that other nodes in different clusters need
not know the contents of this broadcast message since any other
cluster might contain compromised nodes.
The approaches for broadcast authentication fall in two main cat-
egories: algorithms using symmetric-key cryptography and those
that use public key cryptography. Symmetric key techniques rely
on a message authentication code(MAC) calculated over the mes-
sage using the shared key between the nodes to provide authenti-
cation. Public key techniques on the other hand use 2 keys: public
and private key to generate a digital signature for the message. Due
to the difficulties in applying public key cryptography in resource
constrained WSN nodes, this work focuses only on symmetric key
approaches to secure multicast in clustered networks. One possible
solution is to use a shared key among the cluster nodes. This ap-
proach, however is vulnerable to node impersonation attack in case
an attacker obtains the shared key from a compromised node. An-
other solution is to use uTESLA[7] in clustered networks, where
the base station generates the MAC for the cluster head whenever
it wishes to multicast a message. Since the base station is respon-
sible for disclosure of keys, this technique would be robust against
node compromise but it results in authentication delay. In most of
the applications, broadcast messages are sudden non periodic alerts
and therefore cannot tolerate any delay.
To solve these issues, a multicast authentication method is proposed
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that is tailored to clustered networks based on Chinese remainder
theorem. The proposed solution uses Chinese remainder theorem to
authenticate the message as well as provide a secure lock over the
message so that it can be accessed only by the valid members of the
cluster group. Through this paper, we shall show that the proposed
solution is computationally inexpensive, allows immediate authen-
tication and guarantees confidentiality of multicast communication
within clusters. The remainder of the paper can be organized as
follows. Section II summarizes a number of prior approaches pro-
posed to tackle the problem of broadcast authentication. Section III
provides the problem statement and states the assumptions used in
the proposed protocol. Section IV briefly describes the background
theory required for this work. Section V provides a comprehensive
description of the framework which is followed by simulation re-
sults in Section VI and a discussion of obtained results in Section
VII.

2. PREVIOUS WORK
A number of works have explored the problem of broadcast authen-
tication and have proposed both symmetric and asymmetric crypto-
graphic approaches to provide security. For the purpose of compar-
ison, only approaches that use symmetric cryptography primitives
are mentioned here. In [7], Adrian Perrig et al proposed a suite
of security protocols called SPINS for providing security to sen-
sor networks. They proposed a protocol uTesla that used delayed
key disclosure and time synchronization between base station and
nodes to provide broadcast authentication. This technique suffers
the following disadvantages. Firstly, the buffering of messages at
the receivers till the key disclosure period makes the system vul-
nerable to DoS attack. In uTesla, the receiver nodes have to buffer
the message till they receive the corresponding key from the base
station. During this period, an attacker could flood the receiver with
false messages thereby causing it to reject authentic base station
messages due to unavailability of buffer space. Secondly, the num-
ber of authentications is limited by the length of the hash key chain
generated at the base station. To solve the first problem, Perrig et
al proposed buffering of messages at the sender in [8] and a num-
ber of works[9][10] proposed weak authenticators to pre-filter the
message before the keys are received. In [11], Liu et al attempted
to solve the second problem by using multiple levels of hash key
chains to prolong the lifetime of uTesla.
An interesting approach to authentication of Base station broad-
casts has been presented in [12]. The authors use Chinese remain-
der theorem to associate together the MAC of the message and the
key. This CRT solution is broadcasted to every node. Valid nodes
of the network can authenticate the message as they contain the
prime numbers used to generate the CRT solution. This approach
has been enhanced in [13] where the hash of the next key is also in-
corporated in the CRT solution. This allows independent keys to be
used that permit infinite number of authentications. The simplicity
of this approach and the ability to meet the basic requirements of
broadcast authentication has encouraged us to apply this technique
for cluster head authentication in hierarchical WSN.
A number of protocols were proposed that specifically addressed
the problem of security in clustered sensor networks. In [14], the
authors describe a key management protocol that uses four keys:
individual key, group key, cluster key and pair wise key to sat-
isfy different security requirements. Another work that targets hi-
erarchical networks with an arbitrary number of levels is LHA-
SP[15].Oliveira et al describe a key distribution strategy to setup
shared keys between nodes at different levels. It addresses broad-
cast authentication by setting up a shared key between the cluster

head and groups of its child nodes. Work [16] adds security on top
of the LEACH clustering protocol and uses uTesla to authenticate
broadcast messages with the MAC for the message broadcasted by
the cluster head being generated by the base station. In [17], Bohge
et al propose tesla certificate, a purely symmetric alternative to pub-
lic key certificates that can be used for authentication of broadcasts.
In [18], the authors address the problem of cluster head broadcast
by proposing a distributed scheme based on uTesla. The authors
propose a trust establishment scheme that allows the cluster head
to authenticate messages using its own hash chain. This distributed
scheme is compared with a centralised scheme in which the base
station generates the MAC for the message broadcasted by cluster
head.
To evaluate the proposed protocol, we have chosen to compare it
with centralised uTesla and Distributed uTesla as described in [18].
Both uTesla based schemes are described as follows.

2.1 Centralised uTesla
In this case, whenever the cluster head wishes to broadcast a mes-
sage, it sends to the base station,the encrypted message and MAC
created by using its pairwise key with the base station. The base
station verifies the message and generates the MAC for the mes-
sage using its current key which it will disclose during the follow-
ing time interval. It sends this message to the cluster head which
broadcasts it to all its cluster nodes along with the message. Af-
ter the key disclosure delay, the base station broadcasts the key to
the entire network thereby allowing the cluster nodes to verify the
MAC. The major disadvantage of this method is that network wide
broadcasts are required whenever the cluster head needs to broad-
cast a message. To overcome this problem, the authors propose dis-
tributed uTesla.

2.2 Distributed uTesla
In the distributed scheme, each cluster head node has a
hash chain of keys: Kch1,Kch2,Kch3.....KchN . The base sta-
tion also generates a hash chain of keys:Kb1,Kb2,Kb3.....KbN

and KbN is preloaded into all the nodes in the network.
Each cluster node is also provided with an authentication code
MAC(KchN ,Kb(N−1)). After deployment, the cluster head
broadcasts the following message:

< KchN ,MAC(KchN ,Kb(N−1)) >

The cluster nodes buffer this message until the disclosure of the
key, Kb(N−1) by the base station. The nodes can now authenticate
KchN and save it as the key chain commitment for the cluster head
so that future messages from the cluster head can be authenticated.
Although this technique reduces the base station involvement, it
still presents the problem of authentication delay. However, this
scheme provides an ideal solution for the establishment of trust be-
tween the the cluster head and cluster nodes.

3. PROBLEM STATEMENT AND ASSUMPTIONS
The main goal of this work is to propose a multicast protocol for
clustered networks that is robust to common attacks like Denial of
Service(DoS), eavesdropping, modification, replay and node im-
personation and is energy efficient and computationally simple for
resource constrained sensor nodes. The expected outcomes of this
work are enumerated as follows:

(1) Describe a protocol that guarantees confidentiality and authen-
tication for multicast messages by cluster head nodes.
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Fig. 1. Typical clustered network

(2) Provide a solution for the initial establishment of trust in the
network.

(3) Analyse the protocol in terms of energy efficiency and re-
silience to common attacks against broadcast security.

3.1 Assumptions
A large scale hierarchical wireless sensor network is considered
with hundreds of nodes. Only 2 levels of hierarchy are assumed.
Therefore, the network consists of a central base station, cluster
head nodes and normal cluster nodes. The cluster head nodes may
be fixed before deployment or decided later based on some clus-
tering algorithm. The actual algorithm used for clustering as well
as the security of the clustering technique itself is out of scope of
this paper. It is assumed that once clusters are formed, re-clustering
takes place only after a long time interval. This provides sufficient
time for the clusters to be formed and for the proposed setup proto-
col to take place.
The base station is assumed to be a node with higher computational
capability and with no constraint of energy. The cluster nodes are
assumed to have limited memory and energy. The network archi-
tecture that is assumed in this work is shown in figure 1.
It is also assumed that there exists a finite time interval between the
time at which the nodes are deployed and when an attacker is able
to physically compromise a node. It is during this finite time inter-
val that keys are distributed and trust relationships are established
in the network.
During and after this time interval, it is possible for an attacker to
eavesdrop on the messages as well as broadcast his own messages
into the network. We do not address replay attack and believe that it
can be countered by including a timestamp along with the message
to be encrypted.
The principle communication type that this work focuses on is intr-
acluster broadcast messages,ie broadcast message from the cluster
head to its child nodes. Apart from this, it also addresses base sta-
tion broadcasts to the entire network. The security of unicast com-
munications is out of scope of this paper. For simulation purposes,
pairwise keys between nodes have been used to provide unicast se-
curity.

4. BACKGROUND THEORY
First, we will describe the broadcast protocol based on chinese re-
mainder theorem as used in [13] and follow it by a detailed explana-
tion of chinese remainder theorem and finally describe the proposed
protocol that adapts this technique to clustered sensor networks.

4.1 Broadcast Authentication using CRT
In this method, it is assumed that all nodes in the network are
preloaded with 3 relatively prime numbers. The Base station gener-
ates a set of independent keys(one for each message) which it will
use to generate the MAC for broadcast messages. The hash of the
first key that the base station wishes to use is also preloaded into all
the nodes. Whenever the Base station wishes to broadcast a mes-
sage, it first generates the MAC of the message using its current
key. Then, it solves 3 congruent equations involving the MAC of
the message, the current key, the hash of the next key and the three
preloaded prime numbers. This unique CRT solution is broadcasted
to all nodes along with the message. Since the nodes contain the
prime numbers, they can extract the MAC, current key and hash
of next key by using simple modulo operations. Using the current
key and message, they can generate a MAC and compare with the
broadcasted MAC. They can verify the sender by hashing the key
and comparing with the preloaded value. The hash of the next key
can be stored for authenticating the key in the next message.

4.2 Generalised Chinese Remainder Theorem
Let p1, p2, p3...pN be a set of pairwise relatively prime num-
bers. Let r1, r2, r3.....rN be a set of positive integers such that
ri < pi∀i ∈ [1, N ]. Let X be the solution of a set of congruent
equations(equation (1)) where ≡ is used to represent congruence.

X ≡ r1 (mod p1)

X ≡ r2 (mod p2)

X ≡ r3 (mod p3)

: :

: :

X ≡ rN (mod pN )

(1)

Chinese remainder theorem states that a unique solution for X ex-
ists and lies between [1, N − 1]. This unique solution is given by
equation(2).

X =

N∑
i=1

qi ∗ ri ∗ yi (mod P ) (2)

where,

P = p1 ∗ p2 ∗ p3..... ∗ pN (3)

qi =
P

pi
(4)

and,

qi ∗ yi ≡ 1 (mod pi) (5)

yi is determined by using extended euclid’s theorem.

5. PROPOSED PROTOCOL
The proposed protocol uses CRT to provide multicast authentica-
tion for cluster heads in the same manner as described in Sec-
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tion 3.A. Further, it proposes a setup strategy to distribute differ-
ent prime numbers to each cluster and thereby adapts this proto-
col to clustered network . The proposed protocol is outlined in the
following steps and summarized in Figure 2. The setup phase of
this protocol can be divided into 3 stages: initialization, generation
of prime numbers and setup of cluster. On completion of these 3
stages, future authentication of multicast messages within clusters
can be easily achieved.

5.1 Initialization

(1) Prior to the deployment of nodes in the network, 4 prime num-
bers: n1, n2, n3, n4 are pre-loaded into all the nodes.

(2) The base station generates a set of independent
keys:K1,K2,K3........ and stores the hash of the first
key (H(K1)) in all the nodes.

(3) After deployment, clustering takes place. Once clusters are
formed, each cluster head generate a set of keys and com-
putes the hash of the first key(Kch1). He then encrypts it and
finds the MAC for it by using his pairwise key shared with
the base station(KCBi). The message which is now of the
form(equation 6) is sent to the base station.

< encrypt(H(Kch1),KCBi),MAC(H(Kch1),KCBi) >
(6)

5.2 Generation of prime numbers

(1) The base station receives the message, decrypts it and verifies it
by using the MAC. It now generates 3 random prime numbers:
p1, p2, p3 for the corresponding cluster.

(2) The base station concatenates the prime numbers to form

p = (p1 ‖ p2 ‖ p3)

. It encrypts ‘p’ by using its current key and calculates the
MAC for ‘p’ using the same key.

(3) Then, it computes MAC for the received H(Kch1) using its
current key and also finds the hash of the next key(K2) that it
plans to use for future broadcast.

(4) The CRT solution is calculated from the following congruent
equations.

U ≡MAC(p,K1) (mod n1)

U ≡MAC(H(Kch1),K1) (mod n2)

U ≡ K1 (mod n3)

U ≡ H(K2) (mod n4)

(7)

(5) The message sent by the base station will now be of the form
as shown in equation 3. Base station will send this message to
the cluster head.

< encrypted(p,K1), U > (8)

(6) The cluster head further broadcasts this message to its mem-
bers within the cluster radius.

5.3 cluster setup

(1) The cluster nodes accept the broadcast message from their re-
spective cluster heads. Since they contain n1, n2, n3, n4, they
can obtain the MAC data and key from U using simple modulo

operations as shown in equation (2).

MAC(p,K1) = U (mod n1)

MAC(H(Kch1),K1) = U (mod n2)

K1 = U (mod n3)

H(K2) = U (mod n4)

(9)

(2) Using K1, the nodes can decrypt the message and obtain the 3
prime numbers p1, p2 and p3.

(3) Now, they calculate MAC of p1||p2||p3 and compare it with
the MAC from equation (2) to authenticate the message.

(4) The nodes hash K1 and compare with the preloaded H(K1) to
ensure that the sender is an authentic one.

(5) if any of the above 2 tests fail, the nodes will reject this mes-
sage. Otherwise, the nodes will store p1, p2, p3,K1,H(K2)
for future authentication.

(6) MAC(H(Kch1),K1) and K1 can be stored by the cluster heads
to authenticate the first message sent by the cluster head. This
way, the nodes can guarantee the authenticity of the source
when the source is the cluster head.

5.4 Future Broadcast
Any future broadcast is done only using the corresponding prime
numbers of the cluster: p1, p2 and p3. The cluster head generates
the message, encrypts it if necessary and calculates the CRT solu-
tion as shown in equation 10.

U ≡MAC(message,Kcurrent) (mod p1)

U ≡ Kcurrent (mod p2)

U ≡ H(Knext) (mod p3)

(10)

The broadcast message for the cluster is of the form shown in equa-
tion 11.

< encrypt(message,Kcurrent), U > (11)

When a new cluster sends a request to the base station, it receives a
unique set of prime numbers that is different from that of other clus-
ters. Since different nodes use different prime numbers, confiden-
tiality is achieved for intra-cluster broadcasts. Intercluster broad-
cast can be carried out through cluster heads. For global broadcasts
by the base station, the global preloaded prime numbers: n1, n2, n3

can be used.

6. SIMULATION
6.1 Simulation Setup
The proposed algorithm network was simulated using NS-2.35, a
discrete event simulator and Mannasim[19]. The simulated network
consists of a central base station, cluster head nodes and ordinary
sensor nodes. The algorithm used for clustering is not discussed in
this paper. In all the simulation scenarios, the inter node spacing is
fixed at 40m with the nodes arranged in a rectangular grid topol-
ogy. The cluster size is fixed to 25. The simulation parameters are
outlined in Table 1 and the simulated network is depicted in figure
3.
Encryption of messages is carried out using AES-128 algorithm
and the hash function used is SHA-1. OpenSSL cryptographic li-
brary was used for the underlying cryptographic primitives. For the
CRT algorithm, 8 byte prime numbers were used to generate the
solution. All simulations were carried out on a core 2 duo proces-
sor operating at 2.66GHz and 4GB RAM.

4



International Journal of Computer Applications (0975 8887)
Volume 82 - No. 11, November 2013

Fig. 2. Sequence diagram showing message exchange between sensor
nodes. The numbers within braces indicate the corresponding equations

Table 1. Simulation Parameters
PARAMETERS VALUE
Number of access points 1
Number of cluster heads 4
Number of common nodes 96
Cluster size 25
Transmission range of nodes 100m
MAC protocol IEEE 802.11
Routing Protocol AODV
Propagation model Two ray ground
Simulation time 100s
Interval between broadcasts 1s
Key disclosure delay for uTesla 0.6s
Scenario size 400m X 400m
TxPower of cluster head 1 W
RxPower of cluster head 0.3 W

The protocol is evaluated by comparing it with uTesla adapted to
a clustered network. Both centralised and distributed schemes de-
scribed in Section II were simulated using NS2. In addition, the two
protocols were modified by adding encryption to the data using the
same keys that are used to generate the authentication codes. In the
simulation, the duration of each key interval and the key disclosure
delay were fixed as 0.5s and 0.6s respectively for the uTesla proto-
col.
The scenario considered for all three cases is as follows: Each net-
work carries out its initialization phase. After the establishment of
initial trust in the network, the cluster head broadcasts a message
to its child nodes every 1s for a total duration of 100s.

6.2 Simulation Results
First, the efficiency of the setup phase in the proposed framework
is analyzed by analyzing the time required for a cluster to complete
the setup phase. The proposed multicast protocol is then compared
with uTesla in an hierarchical network architecture in terms of en-
ergy efficiency and authentication delay. With regard to uTesla,
both centralized and distributed schemes are implemented for com-
parison.

6.2.1 Setup time. In order to determine the time required for the
setup of the clusters, the time required to setup one cluster in the
network is calculated as a function of the network size. After the

Fig. 3. Simulated network topology. Different colors are used to represent
clusters setup with different prime numbers

Fig. 4. SIMULATION RESULTS: time required to setup all the clusters
Vs network size. The size of a cluster is assumed to be 25

clustering has taken place, the cluster head sends a request to base
station, receives the prime numbers and multicasts it to its child
nodes. This completes the setup phase. The setup time is there-
fore a combination of transmission times, propagation delay and
the time required for the base station to generate the CRT setup
message(Equation 8) for the cluster. The setup time provides a mea-
sure of the efficiency of the initial setup protocol and determines if
the proposed protocol is scalable for large networks. These results
are presented in Figure 4. The network size is increased proportion-
ately by maintaining the inter-node as 40m, cluster size as 25 and
fixing the base station at the center of the network. The time re-
quired at the base station to generate prime numbers and calculate
the CRT value to be broadcasted has been determined to be 0.01s.
For a network size of 900 nodes, the time required to setup a clus-
ter is 6.21s . This includes the time required to route messages to
and from the base station as will the time required to generate the
CRT solution. Shorter setup times can be obtained by increasing the
range of the base station. It is reasonable to assume that during this
short interval, no attacker tries to compromise a node. We believe
that this setup delay is tolerable for such a large scale network.

6.2.2 Energy Consumption. The most important criteria that af-
fects the choice of broadcast protocol in sensor networks is energy
efficiency. Since sensor nodes have limited energy resources, min-
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Fig. 5. SIMULATION RESULT: Comparision of energy consumptions of
proposed method and uTesla

imization of energy consumption must be the main consideration
while designing the multicast protocol. Figure 5 compares the en-
ergy consumption of the cluster head nodes with time in both CRT
based cluster multicast as well as uTesla based multicast protocols.
From figure 4, it is clear that the energy of cluster head in uTesla
degrades much faster than in CRT based multicast protocol. The
energy consumption of the cluster head nodes at the end of 100
broadcasts in CRT, centralised uTesla and distributed uTesla are
0.18J, 0.708J and 0.34J respectively. In centralised uTesla based
multicast, at the end of 100 broadcasts by the cluster head, its en-
ergy is lower than the proposed protocol by 0.528J. This can be ex-
plained by the higher number of transmissions in centralised uTesla
due to the involvement of the base station. In centralised uTesla, the
cluster head needs to make 3 transmissions: the initial request to the
Base station, broadcast of MAC to child nodes and broadcast of key
to child nodes. Although the overhead is more in CRT based multi-
cast, only a single transmission is required by the cluster head node
to send a message to its cluster nodes. In distributed uTesla,the en-
ergy is lower than CRT based broadcast by 0.16J. In this protocol,
once trust has been established in the cluster, the cluster head can
directly broadcast to the cluster nodes without the involvement of
the base station. Therefore, it has lower energy consumption than
centralised uTesla. However, it still needs to broadcast 2 messages:
the encrypted message along with authentication code and the au-
thentication key that is disclosed after the predetermined time in-
terval.

6.2.3 Authentication Delay. The delay in authentication of the
message broadcasted by the cluster head node Vs its distance from
the base station is shown in Figure 6 for all three protocols. Cen-
tralised uTesla based multicast protocol presents a delay of 0.6s
additional to the transmission delay due to the delayed disclosure
of keys by the base station. Further, in centralised uTesla, the delay
depends on the propagation delay that is dependent on the distance
between the base station and cluster head since the base station is
responsible for generating the MAC of the message to be broad-
casted by the cluster head. In the CRT based protocol, on the other
hand, the multicast authentication delay is independent of the dis-
tance from the base station as the cluster head can generate its own
MAC for the broadcast message. Therefore, the total authentica-
tion delay is a combination of transmission and propagation delays

Fig. 6. SIMULATION RESULT: Comparision of multicast authentication
delay in uTesla and proposed method

from cluster head to its child nodes. In distributed uTesla, the base
station is not required to authenticate the broadcast messages of the
cluster head. The only delay involved in the distributed scheme is
the key disclosure delay and the propagation delay from the cluster
head to its nodes.
A detailed analysis of the proposed protocol with regard to its ad-
vantages and resilience to attacks is presented in the next section.

7. DISCUSSION
The proposed method seeks to solve the problem of multicast au-
thentication in clusters and does so by using Chinese remainder
theorem with different prime numbers allotted to each cluster. The
prime numbers not only help in generating a unique CRT solution
that form a signature for the message, but it also helps in securing
the message against other clusters. Even if an attacker has compro-
mised one cluster, He cannot read a secret message broadcast in a
different cluster. Since the key used to encrypt each multicast mes-
sage is incorporated into the CRT solution, it is possible only for
valid member nodes to obtain the key from the CRT solution and
decrypt the message.
In most networks, the cluster nodes are decided after the deploy-
ment. Even in this situation, our setup strategy helps in distribu-
tion of prime numbers as well as in distributing the cluster head’s
first key commitment. Even new cluster heads can be setup using
the same setup algorithm as long as it is preloaded with the global
prime numbers and shares a unique key with the Base station. In
case a node is moved or displaced, it can request the base station
for the corresponding cluster keys.
Since Chinese remainder theorem is underlying algorithm for
broadcast, it permits independent keys to be used thereby allowing
infinite rounds of authenticated broadcast. The setup time is also
small and therefore the proposed method is scalable for very large
sensor networks.
Compared to uTesla in hierarchical networks (Centralised and dis-
tributed schemes), the CRT based multicast protocol is energy ef-
ficient and does not present large authentication delay. Also the
CRT algorithm is computationally simple and easy to implement on
sensor node platforms. Although it does add more communication
overhead when compared to uTesla, the reduced number of trans-
missions eventually lowers the energy consumption in CRT based
multicast. The overhead in uTesla comprises of the MAC of the
message while the overhead in CRT based multicast is the solved
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CRT value. The length of this CRT value depends on the length of
the generated prime numbers. If p1, p2, p3 are the prime numbers
used in CRT, then the value of the unique solution is always lower
than p1 ∗ p2 ∗ p3.
With regard to attacks, the Chinese remainder theorem based
broadcast guarantees immediate authentication thereby tackling the
DoS(Denial of Service) problem faced by uTesla. Unlike uTesla,
this method does not require the network to be time synchronized.
It is therefore, ideal for the broadcast of non periodic messages.
Now, we shall address the issue of node compromise. If a node
other than the cluster head is physically compromised, it cannot
impersonate the cluster head as it is not aware of the next key that
will be used by the cluster head. However, if the cluster head is
compromised, it can easily broadcast false updates to its cluster
nodes. Therefore, the proposed protocol is unable to tackle cluster
head compromise. This problem is not present in uTesla protocol
since the Base station is responsible for all the authentication keys.
However, the clustered architecture of the network provides a so-
lution to mitigate this issue. If a cluster node begins to broadcast
bogus messages that results in faulty cluster node behavior, it can
be easily detected by the base station. The base station is aware of
all cluster head ids as well as their prime numbers. It must simply
listen to the broadcast messages, identify the malicious cluster head
node and revoke it. It can later choose a different cluster head and
re-distribute the prime numbers.

8. CONCLUSION
In this paper, a possible approach has been discussed to provide
confidentiality and authentication to multicast messages within
clusters based on Chinese remainder theorem. We provide a so-
lution for the distribution of prime numbers to clusters and estab-
lishment of initial trust. Simulation results show that the proposed
method has lower energy consumption and authentication delay
than uTesla when adapted to a hierarchical network. Moreover, the
Chinese remainder theorem provides a secure lock over the mes-
sage so that it can be read only by the valid members of the cluster
who possess the prime numbers.
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