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#### Abstract

In this paper, an autonomous navigation and obstacle avoidance strategy is proposed for an omnidirectional mobile robot. The robot plans a path, starting from an initial point going to a target point. A hybrid approach has been developed where a global approach has been applied to the motion along the desired path ( $D P$ ) using $2^{\text {nd }}$ order polynomial planning, while a local reactive approach is used to avoid collisions with static and/or dynamic obstacles based on the "sensing vector" and the "gap vector" concepts. The "sensing vector" is a binary vector which provides information about obstacles detection, while the "gap vector" provides information about a possible nearest gap the robot can pass through it.
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## 1. INTRODUCTION

Navigation is a fundamental problem in mobile robotics [1]; it requires the guiding of a mobile robot to a desired target or along a desired path without collisions with obstacles in the environment, in accordance with certain performance indexes (such as distance, time, energy, etc.) [2-6].

Many approaches were developed over the years for the autonomous navigation of mobile robots. These approaches are generally classified into three different categories: global approaches, local approaches and hybrid approaches, depending on the type of environment that the mobile robot operates within and the robot's knowledge of the environment.

The global navigation problem deals with navigation on a larger scale in which the robot cannot observe the goal state from its initial position. Global approaches can be classified into three basic categories: The roadmap methods, the cell decomposition methods and the potential field methods [7]. Roadmap methods extract a network representation of the environment and then apply graph search algorithms to find a path [8]. Different Roadmap methods differ in the way they define the set of nodes, the set of pathways and the algorithm of finding feasible paths [9]. Cell decomposition approach, is a graph technique widely used in both static and dynamic environments as the implementation is easier, accurate and easy to be updated [10]. Potential field methods treat the robot, represented as a point in configuration space, as a particle under the influence of an artificial potential field [11]. One shortcoming of this approach is that a robot can get stuck in a local minimum of the potential. A variety of approaches have been proposed for a robot to find its way out of these spots, including active search, backtracking, and random walks [12].

The local navigation problem deals with navigation on the scale of a few meters, where the main problem is obstacle avoidance. Various approaches have been proposed. The Virtual Force Field (VFF) lies in the integration of two known concepts: Certainty Grids for obstacle representation and Potential Fields for navigation [13]. The VFH method was proposed in [14] in order to overcome the $V F F$ shortcomings. Some improvements were added to $V F H$ method to overcome its problems which led to $V F H+$ [15]. Another version is $V F H^{*}$ which employs the $A^{*}$ search method and uses a heuristic function that is similar to the cost function of VFH+ [16]. Traversability field histogram is an obstacle negotiation method proposed in [17]. Nearness diagram (ND) is a geometry-based method using some diagrams, entities as the proximity of obstacles and areas of free space are identified and used to define the set of situations, and to implement laws of motion (actions) for each situation [18].

Hybrid navigation is a group of algorithms suggest a combination of the local navigation and global path planning methods. These algorithms aim to combine the advantages from both the local and global methods, and to also eliminate some of their weaknesses. In [19] a hybrid method blends the reactivity of local methods with the intelligence and optimality of global ones. The idea is to use global planning to determine only certain points (temporary goals) where the robot need to pass to reach the goal without getting stuck, and then do the actual navigation by a local algorithm. In [20] a hybrid approach has been proposed, it combines a goaldirected navigation using the Equiangular Navigation Guidance (ENG) strategy with a local obstacle avoidance technique based on keeping constant the angle between the instantaneous moving direction of the robot and a reference point on the surface of the obstacle. Many other approaches in path planning and obstacle avoidance have been proposed, including: fuzzy logic [21,22], neural networks [23], genetic algorithms [24], ant colony optimization (ACO) [25] and Honey Bee Mating Optimization (HBMO) [26].

In this paper, an approach for robot navigation has been proposed; it combines a global approach strategy with a local reactive obstacle avoidance technique in order to guide the robot towards the target. In doing so, a global approach using $2^{\text {nd }}$ order polynomial planning (as in [27]) has been applied to the motion along the desired path (the line which connects the starting point to the target point). However, to prevent from any collision with obstacles in real time, the global approach is then combined with an obstacle avoidance strategy. This strategy uses a system of six ultrasonic sensors which provide the necessary information about the obstacles in the vicinity of the robot. In order to avoid collision with obstacles, the robot looks for a nearest gap between obstacles using the
"sensing vector" and the "gap vector". Having applied the proposed avoidance strategy, the robot bypasses any obstruction on the way towards the target.

This paper is organized as follows. Section 2 presents the path planning along the desired path. Section 3 discusses the obstacle avoidance strategy. The simulation results are given in section 4 . Finally, section 5 is dedicated to the conclusions and future work.

## 2. PATH PLANNING

Figure 1 depicts the path planning problem. A three wheeled omnidirectional robot is considered. Suppose that the robot at the starting point $A$ will go to the target point $B$. the shortest path is the straight line $(A B)$. This line is called the desired path or $D P$. There are static obstacles and moving obstacles near or on the desired path. The robot has to reach point $B$ while avoiding collisions with obstacles. The strategy studied here will be a planning motion along the direction of the $D P$, while avoiding obstacles perpendicularly to the $D P$.


Figure 1: Path Planning and Obstacle Avoidance.

### 2.1 Local Coordinates

As shown in Figure 1, $x_{G} o y_{G}$ is a fixed global coordinate system. Point $A$ is the starting point and point $B$ is the destination point of the robot. The straight line $A B$ represents the desired path $(D P)$ of the robot motion. The local coordinate system is taken to be $x_{l} o y_{l}$, which has the same origin point as the global coordinate system and its $x_{l}$ axis is parallel to the $D P$.

The starting point and the destination point and the other motion conditions for the robot are always transformed to local coordinates. The position and the velocity of the robot are calculated in local coordinates and then transformed back to global coordinates to form the robot path. The reason for having $D P$ coordinates is that planning the motion in local coordinates is more straightforward than in global coordinates, as the motion along the $x_{l}$ direction is preplanned, while the motion in the $y_{l}$ direction will be determined by the given algorithm of obstacle avoidance in local coordinates.

The angle $\varphi_{D P}$ of the $x_{l}$ axis with respect to the $x_{G}$ axis (see Figure 1) can be defined by:

$$
\begin{equation*}
\varphi_{D P}=\operatorname{atan} 2\left(y_{B}-y_{A}, x_{B}-x_{A}\right) \tag{1}
\end{equation*}
$$

Where, atan 2 is a four-quadrant inverse tangent (arctangent) which can take its values in the interval $[-\pi, \pi]$ while, the atan results are limited to the interval $[-\pi / 2, \pi / 2] . X_{G A}=\left(x_{A}, y_{A}\right)$ and $X_{G B}=\left(x_{B}, y_{B}\right)$ are the position of points $A$ and $B$ in global coordinates. The position (of the robot or obstacles) in $D P$ coordinates is obtained as:

$$
\begin{equation*}
X_{l}=R_{l}^{G} \quad X_{G} \tag{2}
\end{equation*}
$$

Where, $R_{l}^{G}$ is the rotational matrix which can be written as:

$$
R_{l}^{G}=\left[\begin{array}{cc}
\cos \varphi_{D P} & \sin \varphi_{D P}  \tag{3}\\
-\sin \varphi_{D P} & \cos \varphi_{D P}
\end{array}\right]
$$

The velocity of the robot (or obstacles) in local coordinates can be written as:

$$
\begin{equation*}
\dot{X}_{l}=R_{l}^{G} \dot{X}_{G} \tag{4}
\end{equation*}
$$

Where, $\dot{X}_{l}$ and $\dot{X}_{G}$ are the velocity in local and global coordinates respectively.

### 2.2 Planning motion in $\boldsymbol{x}_{\boldsymbol{l}}$ direction

Figure 2 describes the motion along the $D P$ (local coordinates) using $2^{\text {nd }}$ order polynomial. From the velocity diagram in Figure 2, the time intervals $\Delta t_{C A}$ and $\Delta t_{B D}$ are given by:

Therefore,

$$
\begin{gather*}
\Delta t_{C A}=\Delta t_{B D}=\dot{x}_{l r b} / \ddot{x}_{l r b}  \tag{5}\\
t_{C}=\dot{x}_{l r b} / \ddot{x}_{l r b} \tag{6}
\end{gather*}
$$



Figure 2: The robot motion along the DP (in $x_{l}$ Direction)
From the distance diagram in Figure 2, the distance between A and B can be written as:

$$
\begin{equation*}
d=\frac{1}{2} \ddot{x}_{l r b} t^{2} \tag{7}
\end{equation*}
$$

Substituting (6) into (7) leads to

$$
\begin{equation*}
\Delta x_{C A}=\Delta x_{B D}=\dot{x}_{l r b}^{2} / 2 \ddot{x}_{l r b} \tag{8}
\end{equation*}
$$

From the distance diagram in Figure 2,

$$
\begin{equation*}
\Delta x_{C D}=D-2 \Delta x_{C A}=\dot{x}_{l r b}\left(t_{B}-2 \Delta t_{C A}\right) \tag{9}
\end{equation*}
$$

By substituting (5) into (9), $t_{B}$ can be written as:

$$
\begin{equation*}
t_{B}=D / \dot{x}_{l r b}+\dot{x}_{l r b} / \ddot{x}_{l r b} \tag{10}
\end{equation*}
$$

From Figure $2, t_{D}$ can be calculated by

$$
\begin{equation*}
t_{D}=t_{B}-\Delta t_{B D} \tag{11}
\end{equation*}
$$

Substituting (5) and (10) into (11), leads to

$$
\begin{equation*}
t_{D}=D / \dot{x}_{l r b} \tag{12}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\Delta t_{D C}=t_{D}-t_{C}=D / \dot{x}_{l r b}-\dot{x}_{l r b} / \ddot{x}_{l r b} \tag{13}
\end{equation*}
$$

Where, $D$ is the distance between points $A$ and $B . \dot{x}_{l r b}$ and $\ddot{x}_{l r b}$, are the velocity and acceleration of the robot in the $x_{l}$ direction.

The motion along the desired path $(D P)$ can be described as follows:
$x_{l}-x_{l A}=\int_{t_{A}}^{t_{B}} \dot{x}_{l} d t=\int_{t_{A}}^{t_{C}} \ddot{x}_{l r b} t d t+\int_{t_{C}}^{t_{D}} \dot{x}_{l r b} d t-\int_{t_{D}}^{t_{B}} \ddot{x}_{l r b} t d t$ Therefore;
$x_{l}-x_{l A}=$

$$
\left\{\begin{array}{lr}
\frac{1}{2} \ddot{x}_{l r b} t^{2} & t<t_{C}  \tag{14}\\
\frac{\dot{x}^{2}{ }_{l r b}}{2 \ddot{x}_{l r b}}+\dot{x}_{l r b}\left(t-\frac{\dot{x}_{l r b}}{\ddot{x}_{l r b}}\right) & t_{C} \leq t<t_{D} \\
D-\frac{\dot{x}_{l r b}^{2}}{2 \ddot{x}_{l r b}}+\dot{x}_{l r b}\left(t-\frac{D}{\ddot{x}_{l r b}}\right)-\frac{1}{2} \ddot{x}_{l r b}\left(t-\frac{D}{\ddot{x}_{l r b}}\right)^{2} & t_{D} \leq t \leq t_{B}
\end{array}\right.
$$

## 3. OBSTACLE AVOIDANCE

The basic strategy of obstacle avoidance is to use the concept of the Configuration Space. The basic idea of Configuration Space or C-Space is to take a robot and its workspace, and reduce the robot to a single point, while expanding the obstacles in the workspace to take account of the shape of the robot. The original workspace is transformed into C-Obstacles and C-Free space. The appeal of this idea is that problems of path-planning or of positioning a robot or object within a workspace are reduced to problems involving a single point. It is easier, for example, to deal with the intersection of a single point with C-Space obstacles, rather than with intersections of obstacles and robot in a Cartesian workspace.
As shown in Figure 3, the radius of an obstacle is expanded to:

$$
\begin{equation*}
R_{\exp }=R_{r}+R_{o} \tag{15}
\end{equation*}
$$

Where, $R_{r}$ is the robot radius, $R_{o}$ is the radius of an obstacle and $R_{\text {exp }}$ is the radius of the expanded obstacle. The robot is then considered as a point. A robot being able to avoid an obstacle is equivalent to the point robot being capable of avoiding the expanded obstacle.


Figure 3: Simplification of the Obstacle

Since the robot rarely uses the back sensors because the robot usually moves forward, the back sensors are excluded in designing the robot. The robot uses six ultrasonic sensors ordered as depicted in Figure 4.

### 3.1 The sensing vector

The distance of checking collision $D i s_{c}$ can be defined as threshold for detecting obstacles. When the obstacle is sensed under this threshold, the value of the sensor will be turned to one (1), otherwise, zero (0). Therefore, the "sensing vector" $V_{s}$ which is a binary vector can be defined as follows:

$$
\begin{equation*}
V_{S}=[\mathrm{LS} \text { LMS LFS RFS RMS RS }] \tag{16}
\end{equation*}
$$

Where,
LS refers to Left Sensor,
LMS: Left Middle Sensor,
LFS: Left Front Sensor,
RFS: Right Front Sensor,
RMS: Right Middle Sensor, RS: Right Sensor.


Figure 4: The three wheeled omnidirectional robot occupied with six ultrasonic sensors

Each element of the "sensing vector" has either the value of 1 or 0 . More than one element can has the value of one. Figure 4 shows an example of detecting many obstacles in the same time.

$$
V_{s}=\left[\begin{array}{llllll}
1 & 0 & 0 & 1 & 1 & 0
\end{array}\right]
$$

### 3.2 The gap vector

To keep the robot as close as possible to the desired path $D P$, the robot searches for the existence of gaps between obstacles to pass through them. A "gap" can be defined as the existence of two adjacent zeroes in the "sensing vector". The "gap vector" is formed from the "sensing vector" by calculating the maximum of each two adjacent elements. The result is a five elements vector which has the form:

$$
\begin{equation*}
V_{G}=[\text { LG MLG FG MRG RG] } \tag{17}
\end{equation*}
$$

Where,
LG: left gap,
MLG: Middle left gap,
FG: Front gap,
MRG: Middle Right gap,
RG: Right gap.
In the "gap vector", the gap is the existence of zero. In the example given in Figure 4, the "gap vector" is constructed as follows:


A gap in the left side of the robot
Figure 5: An example of constructing the gap vector
It can be seen in the above example that there is a zero on the left side of the vector, which means the existence of a gap on the left side of the robot.

### 3.3 Distance of Checking Collision

The distance of checking collision $D i s_{c}$ can be defined as threshold for detecting obstacles. When the relative distance with all obstacles is longer than $D i s_{c}$, the possibility of collision with obstacles is not checked, and the robot will keep moving on the $D P$ until its relative distance with an obstacle is less than or equal to $D i s_{c}$, where the robot starts checking possible collisions with obstacles.

Assume the maximum velocity $\dot{x}_{l o b}$ of an obstacle in $x_{l}$ direction is the same as the maximum speed of the robot $\dot{x}_{l r b}$. In the case when the obstacle moves towards the robot along the $D P$ (in this case, the distance $R_{\exp }$ should the robot pass it is longer than any distance in any other cases) both at their maximum speed, the relative speed between a robot and an obstacle can be written as:

$$
\begin{equation*}
\dot{x}_{l o r}=\dot{x}_{l r b}-\dot{x}_{l o b}=2 \dot{x}_{l r b} \tag{18}
\end{equation*}
$$

If the maximum velocity and acceleration of the robot in the $y_{l}$ direction are $\dot{y}_{l r b}$ and $\ddot{y}_{l r b}$ respectively, the time needed to move the robot a distance of $R_{\text {exp }}$ in the $y_{l}$ direction can be calculated from the first and the second parts of Equation (14) as follows:
$\Delta t=\left\{\begin{array}{lc}\sqrt{\left(2 R_{\text {exp }} / \ddot{y}_{l r b}\right)} & R_{\text {exp }}<\dot{y}^{2}{ }_{l r b} / 2 \ddot{y}_{l r b} \\ R_{\text {exp }} / \dot{y}_{l r b}+\dot{y}_{l r b} / 2 \ddot{y}_{l r b} & R_{\text {exp }} \geq \dot{y}^{2}{ }_{l r b} / 2 \ddot{y}_{l r b}\end{array}\right.$

The relative distance between the robot and obstacle that the robot should start to check possible collision is then:

$$
\begin{equation*}
D i s_{c}=2 \dot{X}_{l r b} \Delta t \tag{20}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
& D i s_{c}= \\
& \begin{cases}2 \dot{x}_{l r b} \sqrt{\left(2 R_{\text {exp }} / \ddot{y}_{l r b}\right)} & R_{\text {exp }}<\dot{y}^{2}{ }_{l r b} / 2 \ddot{y}_{l r b} \\
2 \dot{x}_{l r b}\left(R_{\text {exp }} / \dot{y}_{l r b}+\dot{y}_{l r b} / 2 \ddot{y}_{l r b}\right) & R_{\text {exp }} \geq \dot{y}^{2}{ }_{l r b} / 2 \ddot{y}_{l r b}\end{cases}
\end{align*}
$$

### 3.4 Avoiding Obstacle in $y_{l}$ Direction

When the relative distance with an obstacle is within the range determined by $D i s_{c}$, the robot starts to check possible collisions. It starts to increase (or decrease) the speed in $y_{l}$ direction if $(S=1)$, while $S$ is the max of sensing vector elements:

$$
\begin{equation*}
S=\operatorname{Max}\left(V_{s}\right) \tag{22}
\end{equation*}
$$

Note that $S$ has either the value of one or zero. If $S=1$, there is an obstacle detected under the distance of checking collision $D i s_{c}$, if $S=0$, no obstacle is detected.

The "gap vector" $V_{G}=\left[\begin{array}{ll}L G & M L G \\ \text { FG } & \text { MRG RG }\end{array}\right]$ is constructed from the "sensing vector" $V_{s}$. To keep the robot as close as possible to the $D P$, the robot starts checking the existence of a near gap with FG . If $\mathrm{FG}=0$, there is a gap at the front of the robot, therefore, the robot keeps its motion ( $\dot{y}_{l}$ $=0$ ). If $\mathrm{FG}=1$, the robot checks the next neighbor gap in the right side (MRG). If $M R G=0$, there is a gap in the middle right side of the robot, so, the robot increases its speed in $\dot{y}_{l}$ direction until it reaches the gap, where the robot speed in $\dot{y}_{l}$ direction will be zero ( $\dot{y}_{l}=0$ ). If $\mathrm{MRG}=1$, the robot checks the next neighbor gap on the left side MLG. If MLG $=$ 0 , there is a gap on the left side of the robot, so that the robot increases its speed in $+\dot{y}_{l}$ direction until it reaches the gap, while its speed in $\dot{y}_{l}$ direction will be zero. If $\mathrm{MLG}=1$, the robot checks the last right gap RG . If $\mathrm{RG}=0$, the robot increases its speed in $-\dot{y}_{l}$ direction until it reaches the gap, where the robot speed in $\dot{y}_{l}$ direction will be zero ( $\dot{y}_{l}=0$ ), else, the robot avoids the obstacle in $+\dot{y}_{l}$ direction.

Assuming $\ddot{y}_{l r b}$ is the acceleration and $\dot{y}_{l r b}$ is the maximum velocity of the robot in the $y_{l}$ direction; the velocity in the $y_{l}$ direction can be summarized as follows:
$\dot{y}_{l}=\left\{\begin{array}{rr}0 & F G=0 \\ \dot{y}_{l}-\ddot{y}_{l r b} \Delta t & \left|\dot{y}_{l}\right|<\dot{y}_{l r b} \text { and } F G \neq 0 \text { and } M R G=0 \\ \dot{y}_{l}+\ddot{y}_{l r b} \Delta t & \left|\dot{y}_{l}\right|<\dot{y}_{l r b} \text { and } F G \neq 0 \text { and } M R G \neq 0 \\ \text { and } M L G=0\end{array}\right.$

### 3.5 Returning to the DP

A condition of returning to the $D P\left(D_{d p}\right)$ which is the distance between the robot and the desired path $D P$ can be defined as follows:

$$
\begin{equation*}
D_{d p}=y_{l}-y_{l a} \tag{24}
\end{equation*}
$$

Where $y_{l}$ and $y_{l a}$ refer to the coordinates of the robot and the starting point A in $y_{l}$ direction respectively.

After reaching the position of returning to the $D P(S=$ 0 ), the robot starts decrease (or increase) the velocity in $y_{l}$ direction to return to the $D P . \dot{y}_{l}$ is accelerated in the direction of returning to $D P$. The velocity in the $y_{l}$ direction after the robot reaches the position of returning to the $D P$ can be written as follows:
$\dot{y}_{l}=\left\{\begin{array}{l}\dot{y}_{l}+\ddot{y}_{l r b} \Delta t \\ \dot{y}_{l}-\ddot{y}_{l r b} \Delta t \\ \dot{y}_{l} \\ 0\end{array}\right.$

$$
\begin{array}{r}
\left|\dot{y}_{l}\right|<\dot{y}_{l r b} \text { and } D_{d p}<0 \\
\left|\dot{y}_{l}\right|<\dot{y}_{l r b} \text { and } D_{d p}>0  \tag{25}\\
\left|\dot{y}_{l}\right|=\dot{y}_{l r b} \\
D_{d p}=0
\end{array}
$$

Where $\Delta t$ is the sample time.

### 3.6 Flowchart of path planning and obstacle avoidance

Figure 6 gives the flowchart of path planning and obstacle avoidance strategy. First, the robot plans its motion in the $x_{l}$ direction using Equation (14). If an obstacle appears in the range of checking collision $(\mathrm{S}=1)$, the robot begins to avoid the obstacle in the $y_{l}$ direction using Equation (23) until it reaches the position of returning to the $D P(S=0)$ where, the robot starts to return to the $D P$ using Equation (25).


Figure 6: The flowchart of the proposed approach

## 4. SIMULATIONS RESULTS

Path planning and obstacle avoidance strategy was simulated using the MATLAB Simulink. The proposed strategy can deal with both static and dynamic obstacles. First, the simulation of the robot's navigation in the environment with single obstacle in the two cases static and dynamic has been achieved; then the navigation in the environment with multiple obstacles in both cases static and dynamic has been accomplished.

### 4.1 Single obstacle avoidance

Single obstacle avoidance is simulated in both cases static and dynamic obstacle. The simulation data is given in SI units.

### 4.1.1 Static single obstacle avoidance

Static obstacle avoidance is achieved as a special case of dynamic obstacle avoidance with zero obstacle velocity. Table 1 gives the data used for static single obstacle avoidance.

Table 1: The data of static single obstacle avoidance

| $\boldsymbol{x}_{G_{-} r b A}$ | $\boldsymbol{y}_{G_{-} r b A}$ | $\boldsymbol{x}_{G_{\text {_ }} \text { b }}$ | $\boldsymbol{y}_{G_{\text {_ }} \text { b }}$ | $\dot{\boldsymbol{x}}_{\text {lerb }}$ | $\ddot{x}_{\underline{l} \text { Irb }}$ | $\boldsymbol{x}_{G_{\text {_ }} \text { ob }}$ | $\boldsymbol{y}_{G_{\text {o }} \text { b }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.1 | 1.4 | 1.4 | 0.6 | 1.5 | 0.7 | 0.7 |

## Where;

$\left(x_{G_{-} r b A}, y_{G_{-} r b A}\right)$ are the starting point coordinates in the global frame,
$\left(x_{G_{-} r b B}, y_{G_{-} r b B}\right)$ are the target coordinates in the global frame, $\dot{x}_{l_{-} r b}$ is the maximum velocity of the robot in $x_{l}$ direction, $\ddot{x}_{l_{-} r b}$ is the acceleration of the robot in $x_{l}$ direction and $\left(x_{G_{-} o b}, y_{G_{-} o b}\right)$ are the obstacle coordinates in the global frame.

The robot is commanded to move from the starting point $\mathrm{A}(0.1,0.1)$ to the target point $\mathrm{B}(1.4,1.4)$ avoiding the obstacle located at $(0.7,0.7)$ (see Figure 7). The time needed to reach the target is $t_{B}=3.4641 \mathrm{sec}$.


Figure 7: Static single obstacle avoidance.

Figure 8 illustrates how the robot uses the "sensing vector" and the "gap vector" to avoid the obstacle of the above example. First, the robot plans its motion toward the target in $x_{l}$ direction. The robot has continued moving (while $S=0$ ) until the sensor LFS has detected an obstacle (LFS $=1$, therefore $S=1$ ), where the robot starts increasing its velocity in $-y_{l}$ direction to reach the nearest gap which is the MRG gap. The robot has continued increasing its velocity until it has reached the maximum velocity. When the robot has reached the gap, the "gap vector" has been changed and a new nearest gap has been appeared at the front $(\mathrm{FG}=0)$, in this case the robot velocity in $y_{l}$ direction will be zero and the robot keeps its motion until it reaches the condition of returning to the desired path $D P(\mathrm{~S}=0)$ where it starts increase its velocity in the direction to the DP (in this case, $+y_{l}$ direction) until it reaches the $D P$.


Figure 8: Illustrating how the robot uses the "sensing vector" and the "gap vector" to avoid the obstacle.

### 4.1.2 Dynamic single obstacle avoidance

Figure 9 gives the simulation results of dynamic single obstacle avoidance using the data of Table 2 . The robot is commanded to move from the starting point $\mathrm{A}(0.1,0.1)$ to the destination point $B(1.4,1.4)$ avoiding the obstacle located initially at point $(1.3,0.25)$ which moves with the velocity of $0.5 \mathrm{~m} / \mathrm{s}$ across the $D P$ with angle of $125^{\circ}$.

Table 2: The data of dynamic single obstacle avoidance

| $x_{G \_r b A}$ | $y_{G_{\sim} r b A}$ | $x_{G_{\sim} r b B}$ | $y_{G_{\sim} r b B}$ | $\dot{x}_{\underline{l} \boldsymbol{r} \boldsymbol{b}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.1 | 1.4 | 1.4 | 0.6 |
| $\ddot{\boldsymbol{x}}_{\underline{\text { I }} \boldsymbol{r} \boldsymbol{b}}$ | $\boldsymbol{x}_{G_{\text {_ }} \text { ob }}$ | $\boldsymbol{y}_{G_{\text {_ob }}}$ | $v_{G_{\text {a }} \text { ob }}$ | $\boldsymbol{\theta}_{G_{\text {a }} \text { ob }}$ |
| 1.5 | 1.3 | 0.25 | 0.5 | 125 |



Figure 9: Dynamic static single obstacle avoidance simulation.

It can be seen that the robot successfully avoids the obstacle by increasing its velocity in $+y_{l}$ direction to pass before the obstacle.

### 4.2 Multiple obstacle avoidance

Multiple obstacle avoidance is simulated in both cases static and dynamic obstacles.

### 4.2.1 Static multiple obstacle avoidance

Static multiple obstacle avoidance is simulated for the case of six obstacles.

Figure 10 shows the simulation result of six static obstacles avoidance using the data of Table 3. The robot starts from point $A(0,0)$ goes to the target $B(2,2)$ avoiding six static obstacles located at the positions $(0.8,0.4),(0.8,0.8),(1,1.8)$, $(1,1.4),(1.5,1.1)$ and (1.75, 1.75).

Table 3: The data of six static obstacles avoidance

| $\boldsymbol{x}_{G_{\sim} r b A}$ | $y_{G_{r} r b A}$ | $\boldsymbol{x}_{G_{\sim} r b B}$ | $\boldsymbol{y}_{G_{r} r b B}$ | $\dot{x}_{l \_r b}$ | $\ddot{X}_{l-r b}$ | $\boldsymbol{x}_{G_{\text {_ }} \text { ob } 1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 2 | 2 | 0.6 | 1.5 | 0.8 |
| $\boldsymbol{y}_{G_{\text {_ }} \text { b } 1}$ | $\boldsymbol{x}_{G_{\text {_ob } 2}}$ | $\boldsymbol{y}_{G_{\text {_ }} \text { ob } 2}$ | $\boldsymbol{x}_{G_{\text {_ob }}}$ | $\boldsymbol{y}_{G_{\_} \text {ob } 3}$ | $\boldsymbol{x}_{G_{\text {_ }} \text { b } 4}$ | $\boldsymbol{y}_{G_{\text {_ }} \text { b } 4}$ |
| 0.4 | 0.8 | 0.8 | 1 | 1.8 | 1 | 1.4 |
| $\boldsymbol{x}_{G_{\text {_ }} \text { ob5 }}$ | $\boldsymbol{y}_{G_{\text {_ob }}}$ | $\boldsymbol{x}_{G_{\text {_ }} \text { ob } 6}$ | $\boldsymbol{y}_{G_{\_} \text {ob6 }}$ |  |  |  |
| 1.5 | 1.1 | 1.75 | 1.75 |  |  |  |



Figure 10: Six static obstacles avoidance simulation.

### 4.2.2 Dynamic multiple obstacle avoidance

Two cases are simulated, two and six dynamic obstacles. Figure 11 illustrates the simulation result of two dynamic obstacles avoidance, the data of simulation is given in the Table 4. The robot initially located at $\mathrm{A}(0.1,0.1)$ moves toward the target $\mathrm{B}(2,2)$. The first obstacle starts moving from the position $(1.8,0.2)$ perpendicularly to the $D P$ with velocity of $0.3 \mathrm{~m} / \mathrm{s}$ and the angle $135^{\circ}$, while the second obstacle starts moving from position $(1.7,1.7)$ toward the robot with velocity of $0.2 \mathrm{~m} / \mathrm{s}$ and the angle $-135^{\circ}$. The robot successfully avoids the two obstacles by passing between them.

Table 4: The data of two dynamic obstacles avoidance

| $\boldsymbol{x}_{G_{\sim} \text { rba }}$ | $\boldsymbol{y}_{G_{\sim} r b A}$ | $\boldsymbol{x}_{G_{r} r \boldsymbol{b} \boldsymbol{B}}$ | $y_{G_{\sim} r b B}$ | $\dot{x}_{l_{-} r b}$ | $\ddot{\chi}_{\underline{l}_{\text {l }} \text { b }}$ | $\boldsymbol{x}_{G_{\text {_ }} \text { ob } 1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.1 | 2 | 2 | 0.6 | 1.5 | 1.8 |
| $\boldsymbol{y}_{G_{\text {G }}{ }^{\text {b }} \text { 1 }}$ | $v_{G_{\text {_ }} \text { ob1 }}$ | $\boldsymbol{\theta}_{G_{\text {a }} \text { ob1 }}$ | $\boldsymbol{x}_{G_{\text {G }} \text { ob2 }}$ | $\boldsymbol{y}_{G_{\text {fob }}}$ | $v_{G_{\text {fob } 2}}$ | $\boldsymbol{\theta}_{G_{\text {G }} \text { ob } 2}$ |
| 0.2 | 0.3 | $135^{\circ}$ | 1.7 | 1.7 | 0.2 | -135 |

Note that, $v_{G_{-} o b i}$ refers to the velocity of the obstacle $i$, while $\theta_{G_{-} o b i}$ refers to the angle of direction of motion of the obstacle $i$.


Figure 11: Two dynamic obstacles avoidance simulation.
With six dynamic obstacles, the environment will be cluttered and it is difficult for the robot to avoid all the obstacles. Figure 12 shows the robot avoiding the six obstacles successfully. The robot is commanded to move from the starting point $\mathrm{A}(0.1,0.1)$ to the destination point $\mathrm{B}(2,2)$. The first and the second obstacle are initially at the point $(2.8,2.8)$ and $(2.2,2.2)$ respectively, move toward the robot with a velocity $0.25 \mathrm{~m} / \mathrm{s}$ and an angle $-135^{\circ}$. The third obstacle initially positioned at $(2,0.3)$ moves with a velocity $0.4 \mathrm{~m} / \mathrm{s}$ and an angle $135^{\circ}$. The fourth initially is at the position (1, 2.2) moves with a velocity $0.18 \mathrm{~m} / \mathrm{s}$ and an angle $-45^{\circ}$. The fifth starts from the initial position $(1.5,1)$ with a velocity $0.25 \mathrm{~m} / \mathrm{s}$ and an angle $-180^{\circ}$. The sixth initially is at the point $(2,2)$ moves on elliptic path, where its position in $x_{l}$ and $y_{l}$ direction is given by the following equations:

$$
\left\{\begin{array}{l}
x_{l o b 6}=x_{l_{-} o b 6}+2 v_{l_{-} o b 6_{-} x} \sin t  \tag{26}\\
y_{l o b 6}=y_{l_{-} o b 6}+2 v_{l_{-} o b 6_{-} y} \cos t
\end{array}\right.
$$

Where,

$$
\begin{gather*}
{\left[\begin{array}{l}
x_{l_{-} o b 6} \\
y_{l_{-} o b 6}
\end{array}\right]=R_{l}^{G} \times\left[\begin{array}{l}
x_{G_{-} o b 6} \\
y_{G_{-} o b 6}
\end{array}\right]}  \tag{27}\\
{\left[\begin{array}{l}
v_{l_{-} o b 66_{-} x} \\
v_{l_{-} o b 6_{-} y}
\end{array}\right]=R_{l}^{G} \times\left[\begin{array}{ll}
v_{G_{-} o b 6} & \cos \left(\theta_{G_{-} o b 6}\right) \\
v_{G_{-} o b 6} & \sin \left(\theta_{G_{-} o b 6}\right)
\end{array}\right]} \tag{28}
\end{gather*}
$$

The time needed for the simulation is $t_{B}=7.2354 \mathrm{sec}$.
Table 5: The data of six dynamic obstacles avoidance

| $\boldsymbol{x}_{G_{\sim} r b A}$ | $y_{G_{r} r b A}$ | $x_{G_{\sim} r b B}$ | $y_{G_{\sim} r b B}$ | $\dot{x}_{\underline{l} \boldsymbol{r} \boldsymbol{b}}$ | $\ddot{\boldsymbol{x}}_{\underline{L} \text { rb }}$ | $\boldsymbol{x}_{G_{\text {_ }} \text { ob } 1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.1 | 2 | 2 | 0.6 | 1.5 | 2.8 |
| $\boldsymbol{y}_{G \ldots \mathrm{ob} 1}$ | $v_{G_{\text {_ }} \text { ob1 }}$ | $\boldsymbol{\theta}_{G_{\text {_ }} \text { obl }}$ | $\boldsymbol{x}_{G \ldots \text { ob } 2}$ | $\boldsymbol{y}_{G_{\text {_ }} \text { ob2 }}$ | $v_{G_{\text {a }} \text { b } 2}$ | $\boldsymbol{\theta}_{G_{\text {_ }} \text { ob } 2}$ |
| 2.8 | 0.25 | -135 ${ }^{\circ}$ | 2.2 | 2.2 | 0.25 | -135 ${ }^{\circ}$ |
| $\boldsymbol{x}_{G_{\text {_ }} \text { ob } 3}$ | $\boldsymbol{y}_{G_{\text {_ob }}}$ | $v_{G_{\text {_ }} \text { ob } 3}$ | $\boldsymbol{\theta}_{G_{\text {G }} \text { ob } 3}$ | $\boldsymbol{x}_{G_{\text {_ob }}}$ | $\boldsymbol{y}_{G_{\text {_ob }}}$ | $v_{G_{\text {_ob } 4}}$ |
| 2 | 0.3 | 0.4 | $135^{\circ}$ | 1 | 2.2 | 0.18 |
| $\boldsymbol{\theta}_{G_{\text {_ }} \text { ob } 4}$ | $\boldsymbol{x}_{G_{\_} \text {ob5 }}$ | $\boldsymbol{y}_{G_{\_} \text {ob5 }}$ | $\boldsymbol{v}_{G_{\text {_ }} \text { b } 5}$ | $\boldsymbol{\theta}_{G_{\_} \text {ob } 5}$ | $\boldsymbol{x}_{G_{\text {_ob }}}$ | $\boldsymbol{y}_{G_{\_} \text {ob6 }}$ |
| -45 ${ }^{\circ}$ | 1.5 | 1 | 0.25 | -180 ${ }^{\circ}$ | 2 | 2 |
| $v_{G_{\text {_ }}{ }^{\text {b }}}$ | $\boldsymbol{\theta}_{G_{\text {_ }} \text { obb }}$ |  |  |  |  |  |
| 0.3 | $-110^{\circ}$ |  |  |  |  |  |

Figure 13 shows how the robot has used the "sensing vector" and the "gap vector" to avoid the six dynamic obstacles. First, the robot has detected a gap on the left side MLG, so that the robot has moved to it. After reaching the gap, the "gap vector" has been changed; the nearest gap is the FG gap and the robot
velocity in $y_{l}$ direction has become zero. After that, the new nearest gap is the MRG gap, and so on.


Figure 12: Six dynamic obstacles avoidance simulation.


Figure 13: illustrating how the robot uses the "sensing vector" and the "gap vector" to avoid six dynamic obstacles.

## 5. CONCLUSIONS

An autonomous navigation approach for three wheeled omnidirectional mobile robot has been achieved successfully. The navigation based on a hybrid method which combines between a global approach applied to the motion along the desired path ( $D P$ ) using $2^{\text {nd }}$ order polynomial planning and a local reactive approach used to avoid collisions with static and/or dynamic obstacles based on the "sensing vector" and the "gap vector". The use of the "gap vector" enables the robot to plan its path in a cluttered environment and to keep its path as close as possible to the desired path $(D P)$ while avoiding obstacles. The simulation results show the effectiveness of this approach. This approach can be improved by incorporating six back sensors to enable the robot to cope with back obstacles, so that the "sensing vector" will have twelve elements. The "sensing vector", can be extended to the "sensing matrix" which is " $3 \times 12$ " matrix to predict the obstacle motion. Future work should look at this possibility.
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