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ABSTRACT 

A system which takes input as a sequence of words and converts 

them to speech. Vowels and consonants are most important in 

Telugu language. The voices are sampled from real recorded 

speech. The speech synthesis is handheld by computers and 

mobile phones. 

To build a natural sounding speech synthesis system, it is 

essential that text processing component produce an appropriate 

sequence of phonemic units. Generation of sequence of phonetic 

units for a given standard word is referred to as letter to 

phoneme rule or text to phoneme rule. The complexity of these 

rules and their derivation depends upon the nature of the 

language. In Telugu TTS the input is Telugu text in Unicode.  

Speech synthesis is the technique of converting given input text 

to synthetic speech. Speech synthesis can be used to read written 

text as in e-mail, SMS, newspapers and can be used by blinds 

people. Speech synthesis has been widely researched in last four 

decades. The quality and intelligibility of the synthetic speech 

produced using the latest methods have been remarkably well for 

most of the applications. 

This project focuses primarily on the process of creating a voice 

for a concatenative Text-To-Speech system, or altering the TTS 

systems own standard output voice to sound more like the target 

voice.  
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1. INTRODUCTION 

A system which takes input as a sequence of words and converts 

them to speech. The aim is to gradually bring the student through 

basic acoustics, spectrum analysis, vowel and consonant 

acoustics [1].Vowels and consonants are most important in 

Telugu language. The voices are sampled from real recorded 

speech. The goal of Text-to-Speech (TTS) synthesis is to convert 

arbitrary input text to intelligible and natural sounding [23] 

speech so as to transmit information from a machine to a person 

[2].Every language has a different phonetic alphabet and a 

different set of possible Phonemes and their combinations. A set 

of phonemes can be defined as the minimum number of symbols 

needed to describe every possible word in a language. The 

phonetic alphabet is usually divided in two main categories, 

vowels and consonants. Vowels are always voiced sounds and 

they are produced with the vocal cords in vibration, while 

consonants may be either voiced or unvoiced. Vowels have 

considerably higher amplitude than consonants and they are also 

more stable and easier to analyse and describe acoustically. 

Because consonants involve very rapid they are more difficult to 

synthesize properly [5]. The speech synthesis is handheld by 

computers and mobile phones. 

The objective of a text to speech system is to convert an arbitrary 

text into its corresponding spoken waveform [15][18]. Text 

processing and speech generation are two main components of a 

text to speech system. We use concatenative based approach to 

synthesis desired speech through pre-recorded speech 

waveforms [3] [4].To builds a natural sounding speech synthesis 

system, it is essential that text processing component produce an 

appropriate sequence of phonemic units. 

Generation of sequence of phonetic units for a given standard 

word is referred to as letter to phoneme rule or text to phoneme 

rule. The complexity of these rules and their derivation depends 

upon the nature of the language. Voiced sounds were simulated 

with a computer model of the vocal fold composed of a single 

mass vibrating both parallel and perpendicular to the airflow [6]. 

In our Telugu TTS the input is Telugu text in Unicode [20].  

The work is divided into 3 main modules. 

 

1. Converting Telugu script to Unicode 

2. Differentiating Grapheme 

i. Combination of  Consonant-vowel 

ii. Combination of  Consonant-consonant 

3. Generating voice 

i. Identify the Grapheme recognizer 

ii. Identify the Telugu  Audio source 

 
Converting Telugu Script to Unicode 

In English ASCII characters are used where as In Telugu 

Unicode characters are used. ASCII takes 8-bits for each 

character. Unicode takes 16-bits for each character.  

Unicode provides a unique number for every character, no 

matter what the platform, no matter what the program, no matter 

what the language. The Unicode Standard has been adopted by 

such industry leaders as Apple, HP, IBM, Just Systems, 

Microsoft, Oracle, SAP, Sun, Sybase, Unisys and many others. 

 
        Figure 1. Converting Telugu script to Unicode 

http://www.unicode.org/consortium/memblogo.html
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Example: 

We take an example as a Telugu word   మహాభారతం  

  0c2e -------మ              మ  

  0c39 -------హ           

  0c3e ------ -ా              హా  

  0c2d -------భ  

  0c3e -------ా               భా  
  0c30 -------ర               ర  

  0c24 -------త  

  0c02 -------౦               తం  

 

Differentiating Grapheme 

In natural speech, durations of phonetic segments are strongly 

dependent on contextual factors. For synthetic speech to sound 

natural, the module for computing segmental duration must 

mimic these contextual effects as closely as possible [7]. 

 Grapheme: 

Graphemes are “functional spelling units” encompassing one or 

more letters of the text input, a grapheme in the text input 

corresponds to a single phoneme. 

Phoneme: 

Phones characterize any sound that can be produced by a human 

vocal tract, if a phone is part of a specific language; it becomes a 

phoneme of the language. Phonemes are the elementary sounds 

of a language. 

 Generally Telugu script has collection of vowels and 

consonants. In this project we are going to differentiate 

them  

A character in Indian language scripts is close to syllable and can 

be typically of the following form: C, V, CV, CCV and CVC, 

where C is a consonant and V is a vowel. There are about 35 

consonants and about 18 vowels in Indian languages [13]. 

 

Different Combinations: 

 

 V--Vowel   - అ  

 C-- Consonant – క  

 C+V—Consonant+Vowel--- క + ా  = క (క ని)  

 C+C----Consonant+Consonant---మ+మ=మమ(అమమ) 

 C+C+V----Consonant+Consonant+Vowel--- 

    స+ వ+ ా = స్ ా(స్ ాతి) 

 C+C+C--Consonant+Consonant+Consonant— 

    ష+ట+ర  = ష్ర(ర ష్్టరం) 

Example:

 

 
Figure 2. Differentiating grapheme 

 

Generating Voice 

The function of Text-To-Speech (TTS) system is to convert the 

given text to a spoken waveform. This conversion involves text 

processing and speech generation processes. These processes 

have connections to linguistic theory, models of speech 

production, and acoustic-phonetic characterization of language. 

To build a voice/speech for a language text, the steps involved 

are as follows 

 

 

        Figure 3. Generating voice 

Text processing including end-of-sentence detection, text 

normalization. Word pronunciation, including the pronunciation 

of names and the disambiguation of homographs [10].  

In this approach, the pre-recorded speech segments which are to 

be used in the synthesizer are stored exactly as how it is 

recorded. Additional information of the speech waveform is 

attached to the sound to provide proper annotation of the speech 

waveform [12]. 
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2. HISTORY 

Speech synthesis is the artificial production of human speech. A 

computer system used for this purpose is called a speech 

synthesizer, and can be implemented in software or 

hardware products. A text-to-speech (TTS) system converts 

normal language text into speech; other systems render symbolic 

linguistic representations like phonetic transcriptions into speech. 

The overview of the problems that occur during text-to-speech 

(TTS) conversion and describe the particular solutions to these 

problems taken within the AT&T Bell Laboratories TTS system. 

In addition to discussing the linguistic and speech analysis issues 

that must be addressed in a high-quality TTS system [9].  

Synthesized speech can be created by concatenating pieces of 

recorded speech that are stored in a database. Systems differ in 

the size of the stored speech units, a system that 

stores phones or diphones provides the largest output range, but 

may lack clarity. For specific usage domains, the storage of 

entire words or sentences allows for high-quality output. 

Alternatively, a synthesizer can incorporate a model of the vocal 

tract and other human voice characteristics to create a 

completely "synthetic" voice output. The quality of a speech 

synthesizer is judged by its similarity to the human voice and by 

its ability to be understood. An intelligible text-to-speech 

program allows people with visual impairments or reading 

disabilities to listen to written works on a home computer. Many 

computer operating systems have included speech synthesizers 

since the early 1990s. 

A text-to-speech system is composed of two parts a front-

end and a back-end. The front-end has two major tasks. First, it 

converts raw text containing symbols like numbers and 

abbreviations into the equivalent of written-out words. This 

process is often called text normalization, pre-processing, 

or tokenization. The front-end then assigns phonetic to each 

word, and divides and marks the text into prosodic units, like 

phrases, clauses, and sentences. The process of assigning 

phonetic transcriptions to word is called text-to-phoneme or 

grapheme-to-phoneme conversion [21]. 

Phonetic transcriptions and prosody information together make 

up the symbolic linguistic representation that is output by the 

front-end. The back-end often referred to as the synthesizer then 

converts the symbolic linguistic representation into sound. In 

certain systems, this part includes the computation of the target 

prosody (pitch contour, phoneme durations), which is then 

imposed on the output speech. 

3. SYSTEM ARCHITECTURE 

The main purpose of the project is to convert an arbitrary text 

into its corresponding spoken waveform. Text processing and 

speech generation are two main components of a text to speech 

system. To build a natural sounding speech synthesis system, it 

is essential that text processing component produce an 

appropriate sequence of phonemic units. Generation of sequence 

of phonetic units for a given standard word is referred to as letter 

to phoneme rule or text to phoneme rule. The complexity of 

these rules and their derivation depends upon the nature of the 

language. In Telugu TTS the input is Telugu text in Unicode.  

 

 
Figure 4: Architecture of the Speech synthesis system 

 

Finite State Machine 

In this finite state machine initial stage we take the bellow 

example in the first we take initial state as a consonant then we 

check the next letter. The next letter is a vowel it goes to the 

vowel diacritics state. If the letter is complete it is the finite 

statement then display the phoneme. Other letters also check the 

finite state machine similarly.  

The use of finite-state models of morphology also makes for 

easy interfacing between morphological information and finite 

state models of syntax. One obvious finite-state syntactic model 

is an n-gram model of part-of-speech sequences [8]. 

Whereas some phonemes [19] can affect the articulation over 

several phonemes. Syllables are alternative units for 

concatenative synthesis [14]. 

 

 
Figure 5: finite state machine of the system 

4. RESULTS 

Telugu TTS system using syllables as basic unit of concatenation 

is presented. The quality of the synthesized speech is reasonably 

natural. The proposed approach minimizes the co articulation 

effects and prosodic mismatch between two adjacent units. 

Selection of a unit is based on the presiding and succeeding 

context of the syllables and the position of the syllable. The 

system implements a matching function which assigns weight to 

the syllable based on its nature and the syllable with maximum 

weight is selected as output speech units. We have observed the 

efficiency of this approach for Telugu language and found that 

the performance of this approach is better.  

The results showed that there is a strong correlation between the 

values of the source parameter in the vowel midpoint and the 

vowel duration. The same parameters tend to decrease on vowel 

onsets and to increase on vowels offsets. This seems to indicate a 

http://en.wikipedia.org/wiki/Speech
http://en.wikipedia.org/wiki/Software
http://en.wikipedia.org/wiki/Symbolic_linguistic_representation
http://en.wikipedia.org/wiki/Symbolic_linguistic_representation
http://en.wikipedia.org/wiki/Phonetic_transcription
http://en.wikipedia.org/wiki/Database
http://en.wikipedia.org/wiki/Phone_(phonetics)
http://en.wikipedia.org/wiki/Diphone
http://en.wikipedia.org/wiki/Vocal_tract
http://en.wikipedia.org/wiki/Vocal_tract
http://en.wikipedia.org/wiki/Visual_impairment
http://en.wikipedia.org/wiki/Reading_disability
http://en.wikipedia.org/wiki/Reading_disability
http://en.wikipedia.org/wiki/Front-end
http://en.wikipedia.org/wiki/Front-end
http://en.wikipedia.org/wiki/Back-end
http://en.wikipedia.org/wiki/Tokenization
http://en.wikipedia.org/wiki/Prosody_(linguistics)
http://en.wikipedia.org/wiki/Clause
http://en.wikipedia.org/wiki/Sentence_(linguistics)
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prosodic nature of these parameters requiring special treatment 

in concatenative-based TTS systems that use source modification 

techniques, such as pitch synchronous overlap add and 

multipulse [11]. 

This project focuses primarily on the process of creating a voice 

for a concatenative Text-To-Speech system, or altering the TTS 

systems own standard output voice to sound more like the target 

voice.  

 

 
Figure 6: Identifying the consonant and vowel 

 

 

 
Figure 7:can’t combine the consonants 

 

 
Figure 8: Identifying the consonant and consonant 

 

 

 
Figure 9: Playing the audio source 

 

 

5. CONCLUSION 

Speech synthesis can be used to read written text, SMS, 

newspapers and can be used by blind people. This project focuses 

primarily  on the creating a voice for a Text-To-Speech system, or 

the TTS systems own standard output voice to sound more like 

the target voice. The Speech files for Telugu syllable and words 

are recorded and stored in mp3 format. The Speech files are 

created for naturalness of the synthesized output. Telugu TTS 

system using syllables as basic unit of concatenation [24] is 

presented. The quality of the synthesized speech is reasonably 

natural.  

Speech synthesis techniques [25], it is much easier to build a 

voice in a language with fewer sentences and a smaller Speech 

[17]. The proposed approach minimizes the co articulation effects 

and prosodic mismatch between two adjacent units. Selection of a 

unit is based on the presiding and succeeding context of the 

syllables and the position of the syllable. The system implements 

a matching function which assigns weight to the syllable based on 
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its nature and the syllable with maximum weight is selected as 

output speech units. We have observed the efficiency of this 

approach for Telugu language and found that the performance of 

this approach is better.  

This project focuses primarily on the process of creating a voice 

for a concatenative Text-To-Speech system, or altering the TTS 

systems own standard output voice to sound more like the target 

voice.  

 

6. FUTURE ENHANCEMENTS 

Future work will mainly focus on improving the naturalness [25] 

of the synthesizer [16]. Work is in progress to improve the 

prosody modules. A speech corpus containing 2 hours of speech 

has been already recorded. The material is currently being 

segmented, and labelled. We are also planning to improve the 

duration model using the data obtained from the annotated 

speech corpus. A number of other ongoing projects are aimed at 

developing a POS tag set, POStagger and a tagged corpus for 

Sinhala. Further work will focus on expanding the pronunciation 

lexicon. At present, the G2P rules are incapable of providing 

accurate pronunciation for most compound words. Thus, we are 

planning to construct a lexicon consisting of compound words 

along with common high frequency words found in our Sinhala 

text corpus, which are currently incorrectly phonetized. 

The generated speech shows distortion at the concatenation point 

of two syllables. If this distortion is significant then it would 

loose the naturalness. In future we give the Telugu text that 

converted into the voice. 
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