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ABSTRACT 

Wavelet transform technique has been used for image 

compression targeting high visual quality reconstructed 

images even with high compression ratio. A visual quality 

measure such as Picture Quality Scale (PQS), which 

correlates well with the subjective Mean Opinion Score 

(MOS) may be employed on the compressed image for the 

quantizer to select the optimum  dynamic threshold.    The use 

of optimum threshold permits the removal of redundant 

information, thus leading to better compression performance 

with acceptable picture quality. The Results obtained with the 

proposed approach of threshold selection is compared with the 

existing technique and the performance and it is found to be 

better in all of the cases of  images or wavelets.   
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1. INTRODUCTION 
In recent years many approaches to image and signal 

denoising have been proposed [1]-[8]. Wavelet-based image 

denoising is an important technique in the area of image noise 

reduction [9].  Image compression researchers have shown 

active interest in adaptive wavelet image compression since 

early 1990’s. One of the important works is that by M. L. 

Hilton and R. T. Ogden [10]. They proposed a data adaptive 

scheme for wavelet shrinkage-based noise removal. The 

method involves a statistical test of hypotheses that takes into 

account the magnitudes of wavelet coefficients and relative 

positions. The amount of smoothing performed during noise 

removal is controlled by the user-supplied confidence level of 

the tests. Paper [2] presented a denoising method for 

ultrasound medical images by linear filtering by Gaussian 

filters of 2D wavelet coefficients. 

Another work is that by J. S. Weszka et al. [11] in which 

Laplacian operation is applied to the picture to determine 

points that lie on or near the edges of objects. Threshold 

selection becomes easier when the frequency distribution of 

gray levels of these points is used.  

Wavelets are functions generated by a linear combination of 

the shifted and scaled version of a fixed function, called the 

mother wavelet, denoted by . Any function can be 

represented by superimposing translated and dilated versions 

of , denoted by j,i, where i and j are translation and 

dilation parameters.  The j,i can be computed from the 

mother wavelet as  

 j,i (x)  =  2 j/2   (2j x – i )  

The wavelet transform is implemented by quadrature mirror 

filters, G, a low-pass filter, and H, a high-pass filter.  The 

Wavelet transform represents any function f as superpositions 

of wavelets [12]. Detailed analysis of the relationship between 

wavelets and QMF is given in [13]. 

The Process of decomposing a function into wavelet 

coefficients is called wavelet transform. In discrete wavelet 

transform if the parameters i and j take discrete essentially 

leading to a finite number of coefficients.  For images, the 

hierarchical wavelet decomposition suggested in [13] is used.  

The G and H filters are applied to the image in both the 

horizontal and vertical directions for decomposition.  Thus, 

decomposition provides four sub bands corresponding to 

different resolution levels and orientation (Figure 1).   

(a)one-level                                       (b)two-level 

                     

 Fig:1 Image decomposition 

The sub-bands labeled LH1, HL1, and HH1 are the selective 

high-pass sub-bands representing the finest scale wavelet 

coefficients (image details), whereas the sub-bands  LL1 is the 

low pass sub-band  corresponding to coarse level coefficients 

(approximation image).  

To obtain the next coarse level of wavelet  coefficients (two 

level wavelet decomposition) the sub-band LL1 is further 

decomposed leading to further  sub-bands as in Figure 1(b).  

Similarly, to obtain further  levels  of decomposition, the 

process is repeated on the LL2 band and then on LL3 band 

etc..  Figure 2 shows the image of Cameraman decomposed in 

to 7 sub-bands. 

When a signal is decomposed using the wavelet transform, it 

is left with a set of wavelet coefficients that correspond to the 

high frequency sub-bands. These high frequency sub-bands 

consist of the details in the data set. If these details are small 

enough, they may be omitted without substantially affecting 

the main features of the data set. Additionally, these small 

details are often those associated with noise; therefore, by 

setting these coefficients to zero, it is essentially eliminating 

the noise. This is the  basic concept behind the use of 

thresholding for compressing the images. In this approach, all 

frequency sub-band coefficients that are less than a particular 

threshold are set to zero and the remaining coefficients are 

used in an inverse wavelet transformation to reconstruct the 

data set.   
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  Fig:2  Image Decomposition(Level 2) 

2. PROPOSED APPROACH  

2.1 Thresholding 
At different scales in the wavelet domain the transform 

coefficients have better decorrelation and localization 

property compared to the Discrete Fourier Transform (DFT) 

Coefficients.  Thresholding is performed to remove the low 

energy coefficients as their contribution to the wavelet spectra 

is very low. There are two types of thresholding, Hard 

Thresholding and Soft thresholding. Hard thresholding sets 

any coefficient less than or equal to the threshold to zero as in 

the following:  

if (coef[i] <= thresh)    coef[i] = 0.0; 

In Soft thresholding, the threshold is subtracted from any 

coefficient that is greater than the threshold:  

 if (coef[i] <= thresh) coef[i] = 0.0; 

else  coef[i] = coef[i] - thresh; 

Soft thresholding  moves the time series toward zero. 

For image denoising, soft threshold generally yields more 

visually pleasing results than hard threshold, and it is 

therefore the preferred choice.  

2.2 Methodology 
The methodology adopted here is the selection of the 

optimum threshold for wavelet transform compression 

scheme.   The value of optimum threshold is calculated by 

comparing the visual quality of the compressed image. Here, a 

picture quality scale is used for measuring the visual quality 

of the image. 

 To obtain a picture quality scale (PQS) for the coding of 

achromatic images over the full range of image quality 

defined by the subjective mean opinion score (MOS) [14].  

PQS takes into account the properties of visual perception for 

both global features and localized disturbances. Subjective 

assessment tests are widely used to evaluate the picture 

quality of coded images [15-17]. The PQS technique [18] uses  

distortion factors {Fi}. Distortion factors are perceptually 

weighted measures of image impairments.  The choice of the 

distortion factors is suggested by experience in observing 

artifacts due to coding and by knowledge of properties of the 

human visual system.  Generally three distortion factors are 

chosen, Global distortion, distortion that produce texture 

patterns and local distortion around image contours. 

Regression methods are used  to combine these factors into a 

single number representative of the quality of a given image. 

In each case, assumed that the nonlinear characteristic of the 

image display system has been compensated so that the image 

signal, i(m,n) is equal to the luminance of the display at each 

pixel. 

Table 1: Mean Opinion Score 

MOS Quality Impairment 

5 Excellent Imperceptible 

4 Good Perceptible but not annoying 

3 Fair Slightly annoying 

2 Poor Annoying 

1 Bad Very annoying 

 

Steps to determine the optimum threshold: 

(1) Let default threshold λ= λ0 , where  λ0 = 0.  

 (2) Choose,  ε = a small positive value, and n=0 

(3)  n= n+1; λn = λn-1 + ε    

(4) Take Wavelet transform of the image using threshold λn 

and get coefficients X(λn). 

(5) Reconstruct the image and Measure PQS and compare it 

with MOS Scale: 

If acceptable, λopt = λn and repeat step 3,4,5   

(6) If not acceptable then λopt = λn - ε    

(7)Output optimum threshold λopt. 

(8)end 

The above procedural steps are schematically represented in 

Fig(3).  

 

Fig:3 Block Schematic of proposed system 

3. RESULT AND DISCUSSIONS 
The proposed method has been tested with standard test 

images, cameraman, lena, jet, circuit and Peppers of size 256 

X 256 and 8 bits/pixel.  Figures 4(a),4(b),4(c) illustrate the 

test results. The  results of  optimum threshold obtained are 

listed in Table 2. When the results of the proposed approach 

are compared with the existing approach,  the compression 

scores are found to be about two times that of  the existing 

approach. Though  PQS values are lower for the proposed 

approach, there is no significant reduction in the quality of the 

reconstructed image to the human eye.   The PQS values 

attained are comparable with MOS as given in  Table 1. 
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4. CONCLUSION 
In this paper,  a method for computing optimum threshold for 

wavelet transform is proposed.  The visual quality of the 

image is considered while computing the  threshold. With the 

optimum threshold value, it is expected that maximum 

redundant information is removed from the input image 

resulting better compression and also high visual quality 

reconstructed image.  

 

Table 2:Test Results

 

Fig: 4(a)  Original and Reconstructed Images 

 

 
Fig: 4(b)  Original and Reconstructed Images 

 

Fig: 4(c)  Original and Reconstructed Images 
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1 cameraman haar 1.5 5.0687 40.2252 7.4642 3.9428 72.7509 

2 lena haar 2.5 4.7998 42.7002 9.093 3.2227 73.6710 

3 circuit db2 2 4.5346 51.6979 3.95 3.7921 67.5813 

4 jet db2 1.5 5.2450 40.1755 12.35 3.5524 88.0440 

5 peppers db3 2 5.0436 31.5457 7.4849 3.2534 75.8448 
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