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ABSTRACT 

Content Based Image Retrieval (CBIR) is very much sought 

after field in the area image retrieval. CBIR finds applications 

in areas such as web searching, crime detection, military, 

intellectual property and medical diagnosis. With the 

advancement of medical imaging modalities, focus on the 

diagnosis has shifted from physician centric to hospital based 

diagnosis where, image analysis & interpretation is the key 

factor in diagnosis. With the image acquisition becoming 

digital there is greater need to interpret the medical images in 

quick and accurate manner. 

In this paper an image matching technique based on 

Cumulative distribution Function (CDF) for retrieving the 

medical images from the database is discussed. This method 

can provide considerable reduction in the image retrieval time 

while providing flexibility to the physician. The physician can  

select suitable number of CDF line segments for comparison 

and the percentage of CDF threshold as desired by him there 

by providing control in terms of Precision (P) and retrieval 

time (Tr). 
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1. INTRODUCTION 

In order to provide efficient patient care many hospitals are 

implementing Picture Archival and Communication Systems 

(PACS) now a day. In a practical scenario mid-sized hospitals 

cannot afford to have the PACS due to the initial investment 

which is quite huge. These hospitals can have the services of 

PACS through a Wide Area Network (WAN). Size of the 

medical image being very large, transmission of these images 

to a distant healthcare setup is limited by the bandwidth of the 

Wide Area Network (WAN) or Internet. The image viewing at 

a remote station will be a very slow process and likely to 

cause severe delay which is could be a great concern for a 

physicians if he/she wants to view these images before 

treatment. Hence it is necessary to have an efficient Content 

Based Image Retrieval System which is user friendly, user 

definable, accurate and fast. 

CBIR has been an active research area for the past 15 – 20 

years. The initial review articles about CBIR were available 

during 1980s [1]. A comprehensive article on image retrieval 

in terms of ideas, influences and trends are explained by 

Ritendra Duttaa [2]. The article reviews increase in the 

publications in the area of image retrieval between the years 

1995 – 2005 provides the interest by the research community 

in this direction. The article also provides different types of 

image similarity measures, their mathematical formulations 

and computing techniques. Ying Liu [3] explains image 

retrieval based on the high level semantics of the image. 

H.B.Kekre [4] provides insight based on the features such as 

distance measures, K-nearest neighbor algorithm to measure 

the performance. When it comes to medical images, the low 

level features such as intensity / color, shape and texture are 

more important than the semantics of the image. These low 

level features may not be visible for diagnosis by physicians 

due various factors such as the background noise and image 

quality. Histogram based retrieval is the most commonly used 

technique as it provides variations of the intensity pixels over 

a range from 0 – 255 levels of gray. These 256 levels can be 

further reduced into various bins for the quick comparisons 

sacrificing the precision to that extent. While dealing with the 

color images, techniques involving RGB  and HSV color 

space  are used as explained by Deselaers [5]. Lining Zang [6] 

uses HSV color space. In this article hue and saturation values 

are quantized into bins for comparison. Rehman.M.H. [7] uses 

rotation invariant Gabor features for texture based analysis. 

Saptadi [8] uses Zernike moments and R-Tree for rotation 

invariant indexing. Color moments and GLCM features are 

employed by Felci Rajam [9]. An effective method for color 

image retrieval based on the texture has been described by 

Wang Xing [10].  

Henning Muller [11] in his review article brings out the need 

for an efficient medical image retrieval application with 

reference to large number of imaging modalities being used 

for the patient care in tertiary hospitals. The article lists out 

some of commercially developed systems such as Query by 

Image Content (QBIC), Virage, Candid, Photobook and 

Netra. Some the freely available application such as GNU 

Image Finding Tool Kit (GIFT) being mentioned in the 

article. Manjunath K N [12] , [14] brings out the advantages 

of implementing CDF based on the least square line fitting 

method. The article mentions the advantages of CDF method 

in case of registration difficulties. 

2. PERFORMANCE MEASURES OF A 

CBIR SYSTEM 
Researchers have used various performance measures such as 

error rate, retrieval efficiency, precision and recall graphs for 

their developed systems. However the most common 

evaluation measures used in Content Based Image Retrieval 

(CBIR) are Retrieval Time (Tr), Precision (P) and Recall (R).  

Retrieval time (Tr): This is the time taken by the CBIR 

system to retrieve and display the similar images from the 

data base to that of the query image.  
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3. DEFINING RELEVANT IMAGE SET 
The above definition requires relevant images in order to 

determine precision and recall parameters of a system being 

developed. A relevant image set can be defined as the set of 

images which are ± 9 closer images to that of the reference 

image as shown in Fig.1. Image number 14 in Fig.1 is the 

query image (image of interest) and 18 closest matching 

images can be considered as the relevant set for the query 

image 14. For example brain0000.jpg - brain0750.jpg are the 

continuous scan of the brain images and if image number 14 

is the query image,  then the “relevant image set” can be 

defined as the collection of images numbers from 5 to 23. 

This results in a relevant set of 18 images. 

4. CUMULATIVE DISTRIBUTION 

FUNCTION  
The Cumulative Distribution Function cdf (i) upto the gray 

level ‘i’ is given by: 

            

 

   

  
  

   
  

 

   

                

Where, 

 h (j) is the normalized histogram at gray level j  

 nj is the number of pixels with gray level j 

 M.N is the size / dimension of the image (where M 

indicates number pixels in a row and N indicates 

number of column pixels)  

The CDF contains the same information as that of the 

histogram, but in different form. While histogram indicates 

number of pixels of a particular intensity, it does not indicate 

the spatial intensity distribution. CDF has two important 

properties.  

a) It is a continuously increasing quantity which allows 

approximation of the CDF curve with just a first order 

curve. 

b) It has always a dynamic range between 0 and 

1(irrespective of the dimension of the image) which 

allows one to fit piecewise linear models on CDFs of 

image of any size.  

While histogram reduces the gray level image of dimension M 

x N to 256, CDF further reduces the dimensionality of the 

image features from 256 to 2p, (where “p” varies from 0, 

1,…..8).  2p is the number of lines approximating the CDF. 

For the value of p=2, the query image is compared with the 

image in the database with 4 number of lines (4 equal spaced 

intervals between 0 and 255). The highest value of p is 8, 

which results in 256 comparison points for a gray scale image 

whose intensity varies from 0 to 255.  The query and database 

images are thus compared based on the 2p line parameters 

(slope and intercept), reducing the computational burden 

significantly.  

The content based image retrieval algorithm described above 

approximates the CDF of the intensity distribution using 

multiple lines. The following results establish the fact that 

using more number of lines to approximate the CDF yields a 

better line fitting of the curve. It is observed that using 8 or 16 

lines to approximate, gives us a fairly good approximation of 

the original curve. 

Figure 2 shows the CDF of the image approximated with 4 

line segments (p =2) whose CDF value varies between 0 and 

255 in 4 equally spaced intervals. The X- axis represents 

values of the intensities 63, 127, 191 and 255. The Y – axis 

represents the CDF values at those intensity points. It can also 

observed that the final values of the CDF is always “1” and 

the slope of the line segments depends on the number of 

pixels in that intensity region. 

Figure 3 shows the CDF image with 4 line segments and CDF 

calculated for all the 256 points (i.e. from 0 to 255). 

Results of the query image brain0014.jpg (without pre-

stored CDF values) 

Table 1 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The retrieval time (Tr) tabulated in the Table 1 is dependant 

on the number of images dynamically compared in the 

database. The above results is for a database of 1720 medical 

images. It can also observed that, for the values of p greater 

than 1 (the CD F of the image is represented by 2 line 

segments) the values of precision (P) and recall (R) remains to 

be constant for values of p greater than 1. 

p (Tr) in 

seconds 

 

(P) (R) 

0 32.467 0.75 0.5 

1 32.4155 0.667 0.444 

2 32.4107 1 0.667 

3 32.4182 1 0.667 

4 32.5182 1 0.667 

5 32.5178 1 0.667 

6 32.5198 1 0.667 

7 32.5323 1 0.667 

8 32.6371 1 0.667 

Table 2 
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Results of the query image brain0014.jpg (with pre-stored 

CDF values) 

Table 2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Results of CDF based Matching 
Figure 4 and Fig 5 shows the retrieved images for the query 

image brain0014.jpg for p=2 and p=8. The results of the 

images for values p ranging from 0 to 8 are tabulated in the 

Table 1, in terms of retrieval time (Tr), precision (P) and 

recall (R). 

The precision, recall graph for p varying from 0 to 8 is plotted 

in Fig.6. It can be observed from Fig 6 that, the precision of 

the system is 100% for values of p from 2 to 8.  

Figure 5 is the screen shot of the retrieved images for the 

query image brain0014.jpg for p=8 with pre-stored database. 

From the results obtained in Table 1 and Table 2, it can be 

observed that, the retrieval time has decreased considerably 

(0.234631 sec) compared to that of the retrieval time without 

pre-stored database (31.4182 sec). However the precision and 

recall parameters remain same in both cases. 

From the results of Table 1 it can be observed that, there is no 

considerable change in the retrieval time (Tr) for p= 0 to 8. 

This is due to the fact that, query image builds the dynamic 

database in the form of “struct” for all the values from 0 to 

255 and then compares the database images for the points 

specified by the user (in terms of p value). The small 

variations in the retrieval time observed for p=0 to p=8 is due 

to the time taken for the comparison as per the user input. 

Table 2 shows the results of the CDF based retrieval with pre-

stored CDF values in the database. It can be observed that 

except the retrieval time, remaining parameters such as 

precision and recall remains the same. From Table 2, it can 

also observed that, there is an increase in the retrieval time 

from 0.21567 seconds (for p=0) to 0.61504 seconds (for p=8). 

This increase in time is due to the time required for 

comparison for increasing value of p from 0 to 8 (i.e. from 1 

comparison for 20 to 256 comparisons for 28). 

 

5. HIERARCHICAL CDF 
The method of Hierarchical CDF matching for image retrieval 

involves similar to basic CDF matching but, instead of 

matching CDF at all the 256 bins (gray scale) it is matched on 

a few selected bins (p value) in ascending order for a 

threshold set by the user. If the CDF at that particular bin lies 

in the threshold range query image, then the images are 

retained for further comparison.  If the obtained CDF value is 

NOT within the threshold range of that bin of the query image 

then, the image is considered not matching and discarded 

form further comparison. Thus, we can avoid unnecessary 

calculations and save resources. This method involves 3 

additional steps to that of normal CDF comparison. 

1. Assign threshold range for the query image bins. ( ± 

certain of the bin value) 

2. Before calculating the absolute difference of the bin 

value, check if the bin value of the image in database lies 

in the range of threshold of the query image’s particular 

bin value. 

3. IF it lies in the threshold bin value range then, proceed 

calculating the absolute difference, then go to the next 

bin and repeat step 2, else, simply discard the image 

(without further calculating) and go to the next image in 

the database. 

The results obtained from Hierarchical CDF based retrieval 

are tabulated for values of p ranging from 0 to 8, variation in 

% threshold, retrieval time, number of relevant images 

compared in the database precision and recall are tabulated in 

Table 3. 

Table 3 

 

 
 

p (Tr) in seconds 
Precision 

(P) 
Recall (R) 

0 0.21567 0.75 0.5 

1 0.223527 0.667 0.444 

2 0.229705 1 0.667 

3 0.234631 1 0.667 

4 0.25632 1 0.667 

5 0.27568 1 0.667 

6 0.32327 1 0.667 

7 0.41207 1 0.667 

8 0.61504 1 0.667 

p 
% of 

threshold 

No.of images 

compared 
(Tr) (P) (R) 

1 99 1660 0.5995 0.667 0.444 

1 100 1720 0.570 0.667 0.444 

2 98 65 0.3093 0 0 

2 99 1520 0.4171 1 0.667 

2 100 1720 0.4091 1 0.667 

3 96 58 0.276 0 0 

3 97 449 0.3447 1 0.667 

3 98 1174 0.452 1 0.667 

3 100 1720 0.5286 1 0.667 

4 94 429 0.4020 1 0.667 

4 100 1720 0.7949 1 0.667 

5 88 406 0.5341 1 0.667 

5 100 1720 1.29376 1 0.667 

6 75 226 0.5328 1 0.667 

6 100 1720 2.14061 1 0.667 

7 50 191 0.710 1 0.667 

7 100 1720 4.02496 1 0.667 

8 1 13 0.3511 1 0.667 

8 100 1720 7.808 1 0.667 
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6. CONCLUSION 
 From Fig.7 it can be observe that, when the value of p=2, 

the CDF threshold required is 99% to achieve a precision 

of 1. (i.e.100%). Fig.8 shows that, query image has found 

1520 images as relevant to the query image from the 

database of 1720 images. The retrieval time in this case 

is 0.4171 seconds. 

 However when the value of p = 8, as shown in Fig.9,  the 

CDF threshold required is 1% to achieve a precision 

value of 1 (i.e.100%), which indicates that, query image 

has found 13 images as relevant to the query image from 

the database of 1720 images. The retrieval time in this 

case is 0.3511 seconds. This means that there are 13 

images found in the data base which are varying by 1% 

of the CDF of the query image. 

 Figure.8 shows the number of images being found as the 

relevant images to the query images for the value of p 

between 1 and 8.   

 From the Fig.9 it can also be observed that, retrieval time 

is a function of number of points of comparisons 

(depending on the value of p) and number of images 

obtained based on the % CDF value specified by the 

user. 

 Considering the retrieval time and precision are the 

parameters of importance from accuracy point, the 

following combinations are recommended for the best 

performance in the developed prototype system. 

 
 The proposed system addresses global feature extraction 

of the images. However implementing local feature 

extraction based on automatic segmentation of the 

images may improve the accuracy of the system 

 Maintaining different feature databases as per the number 

of line segment should improve the retrieval time.  This 

method could be explored in the future implementations. 
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P value Retrieval time (Tr)  CDF threshold 

3 0.3447 sec 97 % 

8 0.3511 sec 1 % 
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Fig.1 

 

 

 

 

 

 

 

  

Relevant Image set for the image brain0014.jpg 

5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 

Fig 3. CDF of image  with p=2 and continuous cdf overlapped 

Fig 2. CDF of image with p=2 

Fig.4. Retrieved images for query image brain0014.jpg with p=2 
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Fig.5. Retrieved images for query image brain0014.jpg with p=8, with pre-stored CDF values. 

Fig.7. % CDF threshold versus p 

Fig 6. Precision, Recall graph for p values 0 to 8 
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Fig.9. Retrieval time vs. p 

Fig.8.No.of images obtained vs. p 
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