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ABSTRACT 

For a given end user query, a personalized search engine 

returns an enormous set of related results. The results 

pertinent to a user are not regularly put on the top. The most 

fretting issue for the user would be to quickly find the related 

information in the first few. An efficient personalized search 

engine should be able to rank the search results and display 

more relevant ones as first few on the top. It is much more 

convenient for any user to find their required related result 

with lesser effort to search for it in the wide and huge list of 

information produced from the search results. The ranking of 

personalized web search results is a process of finding small 

number of highly relevant documents from large number of 

search results. The relevance is dependent on the user query 

and context of the subject. Ranking reflects the most relevant 

results to the user. These are very few and to be placed on top. 

In this paper, we proposed a method for ranking of search 

results using fuzzy networks that have been developed using 

enriched extended user profile. Our approach learns the user 

profile and constructs fuzzy net by calculating togetherness 

between concepts, documents or both. This can be done in 

two phases. In the first phase, we construct the fuzzy nets with 

enriched extended user profile. In second phase, we evaluate 

the rank of each document by using clustering algorithm. 

General Terms 

 Architecture of Work Flow (AWF), Core Concepts (CC), 

Enriched Extended Concepts (EEC), Document Affinity 

Matrix (DAM) and Document Cluster Matrix (DCM). 

Keywords 

Personalized Search Engine, Ranking, Fuzzy Networks, 

Document, Ontology, Concepts, Relevance, Enriched 

Extended User Profile. 

1. INTRODUCTION 
Information on the Internet is growing swiftly i.e., the 

information and data from various sources are updated every 

second on the Internet. As the Internet source grows along 

with it, the congestion and complexity of similar things grow 

and the possibility of finding the relevant results decreases. 

Simultaneously it contains huge information of complicated 

hyper-texts and documents. The most frequent and big 

worried issue of the user will be how to collect the related and 

useful information from the huge Internet effectively and 

promptly. A lot of work has been done on the search engine, 

but some way that has not gratified the users. For instance, 

take a specific search request where the web search engines 

return a large number of documents. In that the results 

relevant to a user are not often among the top few. The user is 

forced to scan a long list of documents linearly or one by one. 

This process consumes more users’ time, patience and effort. 

This paper aims to provide an interactive and friendly tool 

which is efficient enough and provides appropriate results. 

The relevance of the results depends on the perception of the 

user, context and query. Today most of the search engines 

return the same set of results without considering the users 

perception and need as important. As the information on the 

Internet is growing exponentially need to serve an end user by 

the search engine by taking into account the interests and 

needs. 

Unlike other text documents, web documents have certain 

specifications like anchors, hyper links and internal metadata. 

The technique that finds the relevance of different documents 

increases the retrieval performance. Some web search engines 

rely on link analysis techniques that take advantage of the 

structure of web to determine the degree of relevance. This 

analysis is might be static and is analyzed based on 

assumptions or predefined data and ignore the semantics of 

the entities or words. Moreover the limitations of traditional 

retrieval mechanisms, the keyword based information 

retrieval technology cannot meet the need of users with 

semantic knowledge. The semantic web aims to achieve better 

results by applying semantic web operations such as 

interoperability, data automation and annotation [1]. The 

Semantic Web uses ontology to enhance the search 

mechanisms. Ontology is defined as collection of all concepts 

and their relationships to assesses and describe the things. The 

Resource Description Framework and Web Ontology 

Languages are data representation models recommended by 

W3C [2]. The basic technique for creating the semantic web is 

to use the words defined in ontology as metadata to mark up 

the web’s material. Most of the information models do not 

exploit the semantics of the user queries. The problem of 

improving relevance in search and ranking of documents 

requires techniques that consider the semantic annotation. 

Moreover in traditional searching methods, the ranking is 

calculated based on the document content; however the huge 

data of Internet would be a great challenge to the traditional 

information searching technology.  The simplest search 

engine is keyword-based search engine that exploit the literal 

match between the index terms of a query and document to be 

retrieved from the Internet. Some documents are relevant to 

the given query may not be returned by the search engine 

unless the document includes few or more of those terms in 

the given query. So, it is very difficult to retrieve and 

determine their order of priorities or ranks.  On the other hand 

the web document is different from the general text since web 

document is semi-structured text includes structured 
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information and moreover the web page does not exist 

independently because the links indicate the interrelation 

between the web pages. Document rank method uses the link 

characteristic to evaluate compactness of the pages, which 

determine the ranks of results. Marchiori [3] believes that the 

reference of the web page is up to the amounts of linking to it. 

Google search engine uses document characteristics and 

documents relevance to help the keyword-based search 

provide more related results [4]. The relevance of the web 

document can be identified by taking the number of incoming 

and outgoing links in that page or web document. A page has 

more number of links to the related documents means that the 

page can be more related or close to the referring pages or 

user query. If a document is highly referenced by other related 

documents then the document is treated as highly ranked with 

respect to the given query of the user. Personalized search 

engine [5] is one that has been proposed for retrieving the 

documents by understanding the query and also considering 

the user interests that’s why it retrieves the documents which 

are relevant to the user query. We aim to improve the results 

by assigning ranks using fuzzy nets with extraction of 

semantics on user query and mapped to non linked documents 

which are retrieved by the personalized web search engines.  

2. RELATED WORK 
Many techniques are used in personalized search engines to 

provide the significant or relevant set of results for a given 

user query. A lot of research in information retrieval 

investigates matching user query to a set of collections for to 

get suitable results. All the above methods return the same 

results approximately for given query regardless of who 

submitted the query. Some works on this contour have been 

summarized. Early search engines having traditional 

information retrieval analysis technology attracted more 

attention, such as multi-substring test technique, vector model, 

natural language processing, neural network and so on. For 

example, one classical method is the weighted frequency and 

location algorithm [6]. The main idea is to find out the 

relevance between query and document based on the query 

keywords weighted frequency. The disadvantage of this 

method is over confidence on the importance of the words, 

without thinking expectation and need of the user and 

relevance of information in the web page. Sometimes 

malicious keywords are to be processed in order to improve 

the search results. 

In Page-Rank algorithm [7], the web page linked by many 

page is surely a high quality page because links from the other 

pages could be considered as the recommendations to the first 

page. The backward linking of high web page evaluation will 

receive high evaluation i.e., a few links will receive high 

evaluation and the page with many links will receive low 

evaluation. From the analysis of page rank, the value is related 

to the situation of, but not to the searching. Moreover the page 

rank is off-line calculation and is acquired by the matched key 

words. It ignores the relativity. 

Sugiyama et.al [8] performed personalization by constructing 

a term matrix using memory based collaborative filtering 

algorithm and applied traditional collaborative filtering 

predictive algorithms to predict a term weight in user profile. 

The ranking of search results is done using the use profile and 

profile of other users in the community as selected by the 

user. Several other works have been published, but in most of 

the works at least one of user query or document are not used 

to retrieve the context based information. Moreover, they 

focused on providing search results to users, they do not 

consider the semantics of queries and document. On the other 

hand, our approach focuses on providing results based on the 

conceptual matching. So, we believe that the result will be 

depending on the context or concept of the user query which 

we use in our work.  

Pitkow et al [9] have introduced two approaches for 

personalized search: query expansion and result processing. 

Query expansion is to map a user’s query to the user’s 

preferences or preferred concepts in order to eliminate the 

ambiguity of the given query. Result processing is to re-rank 

search results according to the user’s preferences. In this 

approach, the web directory is broadly used to represent the 

user’s preferences which are predefined. Some time it might 

not retrieve the relevant information and the same result set 

may be obtained for more than one user’s query. Our 

approach justifies that concepts are co-related even though 

some concepts are not in user query. 

In [10], semantic annotation is about assigning to the entities 

in the text links to their semantic description. The usage of 

domain ontology’s are employed for the annotations. To 

improve the recognition of indexing terms, it is possible to 

weight the concepts of a document. For an instance, the 

concepts that form semantically related terms gain more 

weights. The manual annotation of document is expensive and 

error prone task. This can be avoided by automating the 

annotation of document that requires predefined ontology. In 

our approach we extract the concepts from existing ontology 

WordNet. In [11], the author uses relationships for finding 

relative results and ranking documents that exploit the 

semantic. Thread-activation method has been applied for 

searching related documents. The main difference from our 

work is that their method puts weights on entities as part of 

the search process. In our method, only the concepts of query 

are used during the document retrieval as well as ranking. The 

main reason for which we do not use other literals of entities 

is that there might be a chance of ambiguity because of large 

variety of information in literals of entities that is not relevant 

for search process and ranking process.  

3. PROPOSED APPROACH 
The proposed approach constitutes of three major steps. The 

first step is preprocessing the given user’s query, extract the 

related and nearest concepts for further use. The second step 

creates the fuzzy net by using an ontology which is a concept 

descriptor in English. The last one evaluates the ranks for the 

search [12, 13] results. Preprocessing the given user’s query is 

nothing but removing the unnecessary concepts and adding 

more precise concepts to the user’s query. Extracting concepts 

from the given user’s query means collect related concepts or 

entities from ontology. Here we use the WordNet as resource 

and expand the given user’s query by adding the synonyms, 

hyponyms and hypernyms. The number of applications where 

WordNet is being used as ontology rather than as a mere 

lexical resource seems to be growing eternally. Indeed, 

WordNet contains a good coverage of both the lexical and 

conceptual palettes of the English language. The expanding of 

query is done by using WordNet as a set of entities called core 

concepts (CC). Fuzzy net is constructed by using existing user 

profiles and core concepts and represented in the form of 

matrix. Calculate and assign a value f (ci. cj) [0,1] to the 

edge that connect the given two concepts in the fuzzy net. The 

work flow diagram of the proposed approach is given in 

figure 1. It consists of components, open source data, and 

outputs. The user query is the input to the search engine that 

retrieves the documents as output. Open source Ontology and 

user query are two inputs to the component preprocessor and 
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produce enriched concepts. Document affinity matrix and 

Document cluster matrix are outputs used by the evaluation 

component to produce the ranks for the documents.  

3.1 Core Concepts and User Profile 
A user’s query is a representation of his/her needs to be 

extracted from the Internet and represents one category of his 

interests. Documents are relevant to the user interest with 

respect to the context carried by the query. Some documents 

might not be relevant to the user may be relevant to the other 

user for the same query. It is always better to preprocess the 

query before giving it to the search engine. 

 

 

 

 

 

 

 

 

 

 

 

Preprocessing means removal of irrelevant concepts and 

adding precise concepts or words based on the past history. 

The query is left as it is, if it is first time to enter into the 

profile. The assumption is that the result of the query not only 

depends on the query and elements or concepts of the context 

but also depends on the concepts of previous retrievals called 

as user profile. The user’s interests are extracted using 

ontology and kept in a set C called core concepts of the given 

user’s query. The extraction is done by determining the 

synonyms, hyponyms and hypernyms of the each and every 

word in the user’s query.  

{ } { /  ,  (c , ) 1   or }C w Q c O w Q w or c w w ci j i j i j i i j           

 where wi is the concept in a user query Q 

                            O is the used ontology 

                            cj is the related concept in O 

 A user profile is a log file that describes his or her past 

history. A user can be interested in different kinds of results. 

We here consider a user profile as a collection of discrete sub 

profiles. Each sub profile corresponds to the user’s interest in 

a particular context. Each sub profile is understood from the 

queries that belong to a particular kind of the relevant 

documents. The core concepts and user profiles are used to 

create the fuzzy net.              

 

Fig. 1: Architecture of the Work Flow Diagram 
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3.2 Fuzzy concept Net 
The information systems based on the Boolean logic 

model cannot represent uncertain information. The query 

processing of these systems does not handle uncertain 

information properly. Fuzzy net theory has been proposed to 

provide a reverberation mathematical model to deal uncertain 

information. A fuzzy net is used in personalized search 

engines includes nodes and direct links, where each node 

represents a concept ci, each direct link connects two concepts 

or concept to document and is labeled with real value belongs 

to [0,1]. Initially, we begin with query concepts, enriched 

query concepts and user enriched profile are treated as nodes. 

The relevance between the two concepts is calculated as a 

function f (ci, cj)   [0, 1]. The degree of the relevance 

between two concepts f(ci, cj) is defined below. 

2
( , )       c ,  c

(  +

i j

i j

c c

i j i j

c c

F F
f c c C

F F


 

 

The icF
is calculated from the enriched user’s query as a set 

of related and closed concepts of ci at a specific threshold 

value that has appeared in the user’s profile. Similarly jcF
is 

a set of enriched concepts as similar as before. If there is no 

such concept in the user’s CC, then the value of ‘f’ is zero. 

The value zero indicates that the node is dead end. The above 

formula is applied for all concepts in core concepts and 

enriched user’s profile. If there is no concept to insert into the 

fuzzy net then all these values are tabulated as a matrix (R) of 

size n by n where n describes the number of concepts in C is 

called degree of relevance [5] and calculate R* that describe 

the transitive closure of the relevance matrix. For a specific 

value tN, R*=Rt=Rt+1.Here we have extended fuzzy 

concept network by adding the result set D = {d1, d2, d3, . . . , 

dp} of the personalized search engine. The size of the result 

set is ‘p’. The fuzzy concept network consists of three parts: 

ranked document layer, fuzzy net and core query concept 

layer. Here we find the degree of the relevance between the 

concepts to each and every document in the result set of the 

personalized search engine. The degree of the relevance will 

be calculated as a function of g(ci, dj) [0,1].  

 | ( ) |
( , )    

     where n = ,  c ,  ,  [0,1]

jd i

i j

j

i j

g c
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

    

 

The value of ( ) [0,1]
jd ig c  describes set of related and closed 

concepts of concept ci in the document dj i.e. the number of 

times the concept (ci) has appeared in the given document (dj). 

If the document is not related to the concept then the value of 

( )
jd ig c is zero and the fuzzy concept network has not included 

such links and documents. The number of concepts is ‘n’ and 

number of documents is ‘p’. The figure 2 describes the 

context diagram of the fuzzy concept model. Figure 3 

illustrates the fuzzy concept network for personalized search 

engine. It consists of nodes and links. Each node represents 

either a document or a concept. All documents are closed to 

upper layer and concepts are in between the documents and 

above the query concept layer. Each link bridge the gap with 

value between two concepts or concept and document by the 

functions f(ci, cj) and g(ci, dj) respectively. Function f will 

calculate the togetherness or closeness between the concept 

and document. It measures that at what level the document 

related to the given concept in quantitative figures. Similarly 

g(ci, dj). Fuzzy concept model exploits concept as hierarchical 

knowledge base. Each concept within a knowledgebase has 

description that is allowed to differentiate the concept. The 

degree of the relevance of a document (d1) with respect to the 

concepts is a vector (v1). Similarly for the document di we will 

get the vector vi. The   vector vi is called document relevance 

vector. The general form of the vi is given below. 

1,

2,

,

,

where i<= ,  
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by tabulating  all the relevance vectors of the documents a 

matrix (V) of size n by p is obtained. The matrix V is called 

document relevance matrix which is a dynamically calculated 

matrix. The relevance of the document can be improved by 
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calculating U=R*
  V as a Boolean max of min matrix 

multiplication. The operator ʘ has been defined as below. 

      
 
                               

The dynamic relevance of the document with respect to the 

given user query is as simple as by using concept fuzzy 

network that includes user’s profile concepts, query concepts 

and documents. Document relevance matrix shows relevance 

of documents with respect to the semantics of the user query. 

If any column contains zeros mean that the document is not 

related to the user query. Fuzzy net can determine the 

irrelevant documents. Now we can assign ranks to the 

documents. User’s profile is not a static data structure, it will 

be updated dynamically. During every execution of user’s 

query the user’s profile will be increased by adding the query 

concepts. So, user profile is a dynamic data structure. 

Relevance and rank of the documents are depending on the 

user’s profile; therefore these values are not static. Every time 

the execution of the user’s query will produce new values for 

both rank and relevance of the documents. By putting the 

threshold value we will limit the user’s profile size.
 

3.3 Rank of Document 
The documents required are related to query given by the 

user. The following argument is exclusively on what needs to 

be determined for ranks that will run against the result set of 

the personalized search engine with respect to the user query. 

The default rank of each document is the serial number or the 

order in which they are. The re-rank [14, 15] arranges the 

documents in an order when usually accessed together and 

there is a need for some measure that would define more 

precisely the notation of togetherness. This measure is the 

document association for re-ranking, which indicates how 

closely, related the documents are. The personalized search 

engine takes user’s query as input and produces set of 

documents (D) as result. The set D consists of word 

documents, text documents or both. The set C consists of core 

query concepts. Re-ranking of the search results will be a 

three step procedure. First step determines the document 

usage matrix with respective to the concepts. Since, for each 

concept (ci) and document (dj ) there exists a document usage 

value, denoted by use (ci, dj) and defined as follow.  

 ( )     / ( , ) 0

 0( , )  
d i i jj

g c k use c d

i juse c d


  

Document relevance matrix [16] U is used to pre-process the 

documents at its first stage. Documents have zero concepts 

i.e., no concepts are included in the document, are not related 

to the user query. So, carrying such unrelated documents 

makes inefficiency, slowdown the process and time. Such 

documents are identified and avoided before going to the 

second step. The U is not sufficient to form the documents in 

ranked order. This is because these values do not represent the 

ranks of document but represents set of related concepts of the 

query. The closeness between documents can be measured as 

documents affinity aff(di, dj), which measure the 

togetherness/strength between the two documents according 

to how they are accessed by the concepts. The document 

affinity measures variance between two documents di, dj with 

respect to the set of concepts C= {c1, c2,c3, . . . ., cn}. The 

aff(di,dj) measures dependencies between two entities and it is 

defined as  

 

  
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k

n
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k
i j

i i j
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aff d d
n
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

 
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
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The result of this computation is p by p matrix called 

Document Affinity Matrix (DAM). Each element of which is 

calculation of the variance between two entities here we called 

documents. The document affinity matrix will be used by 

Clustering Algorithm BEA that creates the Document Cluster 

Matrix (DCM) to guide the ranks of the documents and 

groups similar documents at one place with a specific 

threshold value. We start by placing first document at first 

place and order the next document based on high permutation 

criteria.  The Bond Energy algorithm [12] takes as input the 

document affinity matrix, permutes its rows and columns, and 

generates a Document Cluster Matrix. The permutation is 

done in such a way as to maximize the value. 

1

( , , ) 2 ( , ) 2 ( , ) 2 ( , )

          whre bond( , ) ( , ) ( , )

i k i i k k i i j

p

x y z x z y

z

perm d d d bond d d bond d d bond d d

d d aff d d aff d d


  



 
The last set of conditions takes care of the cases where a 

document is being placed in DCM to the left of the leftmost 

attribute or to the right of the rightmost attribute during 

column permutations, and prior to the topmost row and 

following the last row during row permutations. In these 

cases, we assume zero to be the affinity values between the 

document being considered for placement and its left or right, 

similarly top or bottom, which do not exist in DCM since the 

values of concern affinities are 

0 0

1 1

( , ) ( , )  0 

( , ) ( , ) 0

j i

p j i p

aff d d aff d d

aff d d aff d d 

 

   

Creation of Document Cluster Matrix (DCM) is done in three 

steps. 

 
a. Initialization: Place and fix one of the column of DAM 

arbitrarily into DCM. Column 1 has been chosen as first 

column in DAM as first column of DCM by the 

algorithm.  

b. Iteration: Pick each of the remaining p-i columns and try 

to place them in the remaining i+1 positions in the DCM 

matrix. Choose the placement that makes the greatest 

permutation value. Continue this step until no more 

columns remain to be placed. 

c. Row ordering: once the column ordering is determined, 

the placement of the rows should also be changed so that 

their relative positions match the relative positions of the 

columns. 

Algorithm 

 Input: DAM-Document Affinity Matrix is  p by p     

                      matrix 

 Output: DCM-Document Cluster Matrix 

 begin 

 DCM(0,1) DA(0,1), DCM(0,2) DA(0,2) 

 While index <= p do 

 begin 

         for i = 1 to index-1 by 1 do 
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  calculate perm (di-1,dindex,di) 

    end-for 

    calculate perm((dindex-1,dindex,dindex+1) 

    loc   placement given by maximum perm value 

              for j= index to loc by -1 do 

                  DCM(0,j) DA(0,index) 

       Index index+1 

 End-while 

            Order the rows according to the relative ordering of   

            column 

End. 

The calculation of the bond between two documents requires 

the sum of multiplication of the respective elements of the two 

columns indexed by these documents. The sum is used in 

calculation of perm that will determine the strength between 

the documents. Repeat the same for all alternatives and 

choose the largest one to place the documents in right 

locations. Finally, the rows are organized in the same order as 

the columns to make it as symmetric. According to the 

initialization step, we copy column 1 and 2 of the DAM 

matrix to the DCM matrix and start with column 3. There are 

three alternative places in case of 4 by 4 where column 3 can 

be placed to the left of column 1, in between column 1 and 2 

or to the right of column 2. Based on the highest value will be 

selected and placed according to the order in perm. The 

objective of the above algorithm is to find an ordered set of 

documents that are retrieved solely by query of the user. We 

split the DCM into four parts to find sets of documents that 

are relevant to the query. To splitting, we need to find the 

point in the above matrix is called fragment point. It is a 

location that split the matrix into upper left, lower down, 

upper right and lowers down. According to the need and 

interest of the user priorities i.e., high to low or low to high 

values, take the concern part of the matrix. Here we have 

chosen a point where all four parts of the matrix are met at s 

single point in somewhere middle of the matrix. The value at 

splitting location is the largest in concern both row and 

column indexes. Depending on the need, importance and time 

we take top 3 or more documents from the splitting point.  

 

4. EXPERIMENTAL RESULTS 
 To evaluate the performance of concept based ranking of 

personalized search engine results, we have to examine the 

query that is submitted by a user since the query may be 

dependent on the individual preferences. We use concepts 

domain WordNet [17], which is open source software. User 

query is divided into three or more precise words from which 

we have extracted concepts related to the user query. From 

each sub-query we have extracted all related concepts from 

the domain. For example, a query might have related to the 

concepts nearly 10 to 500 depending on the fuzzy terms in the 

query. Extractions of such related concepts are retrieved by 

our tool that will be shown in the figure 4. We have extracted 

related concepts by using our own tool: Concept Extractor 

consists of methods that are producing related concepts i.e., 

synonyms and hyponyms at a specific threshold value. These 

will be stored in a specific text file called enriched concepts. 

Enriched concepts contain some connectors not having any 

meanings, so we have to remove it. It is always better to 

prepossess the enriched concepts before used in further 

methods. The preprocessed enriched concepts are shown in 

the figure 5. The affinities between any two documents 

measure the strength of it. These values are tabulated as a 

matrix called Document Affinity Matrix (DAM) is in figure 6. 

It is a symmetric matrix of size equal to number of 

documents. We have taken a range of 25 to 500 documents 

with 1,000 to 50,000 terms in each document. We have 

developed a methodology to automatically extract association 

relations. We chose the different queries randomly and 

executed on different sets of documents. The Document 

Clustered Matrix is created by using DAM with cluster 

algorithm called Bond Energy Algorithm. Figure 7 describes 

the right lower of the DCM of 25-documents. The DCM 

creates four clusters: one is in the upper left corner contains 

the small affinity values, the second one is in the lower right 

corner contain large affinity values and remaining two clusters 

contain very low values and one is transitive to the another 

one. All these clusters are met at value that will be the biggest 

in the row and concerned column indexes. Don’t consider 

upper left and lower right clusters since these are very low 

affinity values and not related to the user interests. Choose a 

right cluster and assign ranks. Assignment of ranks will be 

from large affinity value to small. The partition point will 

separate the first d-most related documents which are more 

related to the query.  In our experiment results, we have tested 

with different values of the constant and compare results with 

expected results. The preliminary results seem very 

encouraging and provide us with the conviction that it can be 

completed in acceptable time with the support of semi-

automatic techniques. The enriched user query is obtained by 

our own tool. For example, the user query is “Privacy 

Measurements”. The output screens describe the step by step 

of getting the enriched user query concepts, which are given 

below. 

       

 

Fig. 4: Tool Elicitation of concepts or words 

 

 



International Journal of Computer Applications (0975 – 8887)  

Volume 81 – No.13, November 2013 

23 

   

         Fig. 5: Result of preprocessed enriched concepts 

  

    

 

Fig. 6: Document affinity matrix of 25 documents  

   

 

Fig. 7: Right Lower part of the matrix 25x25 

 

 

 

Table 1. Ranks of the first ten documents 

             

5. CONCLUSION 
For the re-ranking of the personalized search engine results, 

we have used fuzzy net to analyze the togetherness between 

two entities and/or documents. This process has calculated the 

DCM matrix that keeps the documents in an order. By using 

refined user’s query, the result from the different queries can 

be expanded and relatively improved. User profile is a 

dynamic data structure according to that we have calculated 

DCM matrix of togetherness between the documents which is 

also be changed dynamically. Therefore, it solves the problem 

of static page ranking. Since page rank value is only related to 

the situation of , but not to the searching. Moreover, we have 

been considering the relative importance of the concepts. We 

evaluated our approach against the simulated data. We have 

tested our technique against the one specific document of 50 

or 500 documents of each one lakh and fifty thousand words. 

Our evaluation has shown an improvement of performance by 

concept net and document togetherness algorithm.   
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