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ABSTRACT 

Body surface potential mapping (BSPM) is used to detect real 

diagnostic information about the myocardium state more than 

the standard 12-lead electrocardiogram (ECG). The present 

research introduces a practical solution for recording body 

surface potential maps using the standard 12-lead ECG with 

different positions. It is called pseudo BSPM where all 

channels were not read out simultaneously. It is based on the 

assumption that heart beat body surface potential mapping 

(BSPM) is used to detect real diagnostic information about the 

myocardium state more than standard 12-lead 

electrocardiography (ECG). Pseudo BSPM pattern is not 

changed considerably during the whole measurement session. 

Body surface potential mapping was applied to normal and 

abnormal persons suffering from coronary heart diseases 

(CHD). We detect QRS complexes using filter banks and 

consequently build up a cardiac map using 3D wavelet 

transform. Our results for the cardiac map demonstrate the 

changes that occur for the cardiac electrical activity which 

represents the patient case in color degradation patterns.   
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1. INTRODUCTION 
Body surface potential mapping is an important method to 

enhance the power of diagnostic of traditional 12-lead ECG 

[1] [2] [3]. In the present research we use the traditional 12- 

lead ECG for mapping the heart biopotential by changing the 

positions of chest leads. The heart is an electrically closed 

conducting shell, assuming that of negligible thickness that 

contains dipoles. From the huge number of heart diseases, 

there are two main classes; the first class is the coronary heart 

diseases (CHD) and the second class is arrhythmia. Body 

surface potential mapping techniques helps to diagnose both 

classes [4]. A crucial part of any ECG processing algorithm is 

QRS beat detection. Reference [5] presents original work for 

QRS detection. Figure 1 shows the proposed processing 

stages for body surface potential mapping based on the 3D 

wavelet transform.  

For ECG beat detection algorithms we use pre-processing 

filters to maximize the signal to noise ratio (SNR). To obtain 

the QRS complex of the ECG waveform we apply stages of 

nonlinear processing and moving window integration. For 

QRS detection we deal with signal peaks and noise peaks. 

 

 

Fig. 1: Processing chain performed on the ECG. 

Using optimal thresholding we can differentiate between QRS 

complexes and noise peaks. 

In some cases the ECG signal may pass without QRS 

detection; thus a "search-back" strategy technique is used to 

check the QRS again. Sometimes search-back strategy is not 

helpful for the immediate indication of the occurrence of 

QRS.  

Filter banks play an important role in beat detection of ECG. 

The basic design of filter banks is shown in Figure 2. Filter 

banks are composed of analysis filters and synthesis filters. 

 

 

Fig. 2: Filter banks design and theory 
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The analysis filters are used to decompose the bandwidth of 

the input ECG signal into sub-band signals with uniform 

frequency bands, down-sampling the input signal as a 

multirate digital signal. These sub-bands can be then 

reconstructed using the synthesis filters. Before introducing 

the synthesis filters we use up-sampling. References [6-11] 

cover how to apply filter banks to increase signal to noise 

ratio.  

Wavelet transform is a relative recent development in applied 

mathematics. It is a mathematical tool with a great variety of 

possible applications. It has already led to exciting 

applications in biomedical signal analysis (ECG, EEG, and 

EMG) and numerical analysis; many other applications are 

being studied [13]. The first recorded mention of the term 

“wavelet” was in 1909 in a thesis by Alfred Haar [14][15]. 

However, the concept of wavelets in its present theoretical 

form was first proposed by Jean Morlet and the team at the 

Marseille Theoretical Physics Center working under Alex 

Grossmann in France. Y. Mayer and his colleagues have 

developed the methods for wavelet analysis. The main 

algorithm dates back to the work of Stephanie Mallet in 1988. 

Since then, research on wavelets has been international [16]. 

Daubechies is one of the brightest stars in the world of 

wavelet research invented what are called compactly 

supported orthonormal wavelets, thus making discrete wavelet 

analysis practicable. 

Daubechies family includes the Haar wavelet, written as DB1, 

the simplest wavelet imaginable and certainly the earliest 

[17]. The authors in  [18] investigated the application of 

wavelet denoising in noise reduction of multichannel high 

resolution ECG signals implemented in the MatLab 

environment. The procedure of noise reduction in signal xi(t) 

in the i-th channel is based on decreasing the noise content in 

high frequency components (details) of signal.  They have 

tested 19 wavelet functions: Daubechies proposed functions 

[19] (db2, db3, db4, db5, db6, db7, db8), and their 

modifications, so-called Symlets wavelets (sym2, sym3, 

sym4, sym5, sym6, sym7, sym8), as well as bi-orthogonal 

wavelets (bior3.3, bio4.4, bio6.8). A useful discussion of the 

difference and usage of the db functions can be found in [23]. 

Interesting results of noise reduction support also the 

application of wavelet sym8 for 5th level of decomposition. 

This function allows for good approximation of parts of ECG 

with lower frequency components P wave and T wave. 

However, it is done at expense of higher frequency 

components of ECG signal and affects morphology of the 

QRS complex. In Reference [20], wavelet neural network 

(WNN) is studied for ECG signal modeling and noise 

reduction. WNN combines the multi-resolution nature of 

wavelets and the adaptive learning ability of artificial neural 

networks.  

 The concept of Wavelet Neural Network (WNN) was 

inspired by both the technologies of wavelet decomposition 

and neural networks. In standard neural networks, the input-

output mapping is approximated by the superposition of 

sigmoid functions, while in WNN this relationship is 

approximated by the superposition of a series of wavelet 

functions. In [21] the authors proposed a new approach to 

filter the ECG signal from noise using Wavelet Transform. 

Using Mayer wavelet implemented on MATLAB, the 

recorded ECG had a sampling frequency 400 Hz, spectral 

band of frequency 0.5-70 Hz and a standard deviation of 0.9. 

The basic aim of the proposed method was to perform the 

DWT of the signal. Then the transform passed through a 

threshold to remove the coefficients below a certain value. 

Finally, the Inverse DWT (IDWT) was used to reconstruct the 

denoised signal. A similar method proposed in [21], however, 

has used different ECG signals from the MIT/BIH arrhythmia 

database with added 10dB, 5dB & 0dB Power Line 

Interference (PLI) noise which is common in ECG signals. 

The results were evaluated using MATLAB. 

Thus, the wavelet transform was very successful to analyze  

the ECG. We propose to utilize the wavelet transform to 

replace the conventional Fourier analysis for the body surface 

potential mapping.  

2. MATERIAL AND METHODS 
The material of this paper is composed of the subjects and 

equipment used. 

Our subjects are 10 normal and 10 abnormal adult male cases, 

aged from 21 to 28, having a weight range from 60 to 100 kg 

and a height range from 1.2 to 1.7 meters. The equipment 

used is an ECG, model Heart Mirror IKO, having one channel 

with 12 lead selectors interfaced with a computer special 

designed for this experiment. 

The ECG circuit's amplifier frequency response is 0.05 Hz-

150 Hz. The maximum input noise is 25 μV-pp. The 

minimum CMRR is 100 dB. The DC tolerance is +320 mV 

DC. The minimum input impedance is 20MΩ. The input 

signal range is ± 5 mV. The sampling frequency is 200 Hz 

(assuming the maximum frequency of the signal  fmax = 100 

Hz). The trace sensitivity is 0.25cm/mV. There is also a 50-

Hz line noise rejection filter and a 35-Hz muscle noise 

rejection filter in the circuit. The recording time in automatic 

mode is 3 sec at a 25 mm/sec and 1.5 seconds at 50mm/sec 

speed. The operating temperature range is +10°C to +40°C. 

The power supply is a built-in power supply with an input 

voltage of 220 V and a nominal output power of 5.5 VA. 

Our experiment was conducted at Cairo Medical Center 

Hospital. We applied our practical cases as shown in Fig. 3, 

applying different lead positions on the chest. The ordinary 

position (P0), the upper positions (P1) and (P2), and the lower 

positions (P3) and (P4) are shown in Fig. 3. 

 

(a)                                       (b) 

Fig 3: Chest leads Positions (a) Standard    (b) New 

research positions (P1-P2-P3-P4) 

Our methodology deals with data acquisition (in the form of 

data collection at different positions over patient chest). In the 

processing stage we first detect the QRS as shown in Fig. 4. 

Then we plot the whole signal and average cardiac cycle in 

the time domain. Finally we draw the maps and contours for 

the whole signal and average cardiac cycle.  
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Fig. 4: QRS detection 

For beat detection (QRS), filter banks (FB) are used with 

finite impulse response filters (FIR) without any aliasing error 

and without any magnitude or phase distortion. The selected 

filter bandwidth is 5.6 Hz. Each of the filters used are linear 

phase. Our filter banks have a down sampling stage. For the 

down sampling process; filters are adjusted to operate every 

32 samples. Down sampling helps us to decrease 

computational effort and cost. The goal of the detection 

algorithm is to get real (QRS) signals without noise. For real 

detection of QRS we are maximizing the number of true 

positives (TPS) while minimizing other assumptions. 

 Wavelets provide a tool for time and frequency localization. 

If one analyzes a function f(t) by means of wavelets then there 

will definitely be some kind of localization. Transient features 

(short-time details) of f(t), like jump discontinuities or peaks 

can easily be localized in the wavelet coefficients of small 

scales. Long time trends of f(t) are stored in deeper layers of 

the coefficient hierarchy and are automatically represented in 

larger scales. As a consequence they are less precisely 

localized on the time axis. 

The wavelet analysis of a signal gives two sub-bands: the 

approximation and the details. The approximation is generated 

using an additional function called the scaling function (t). It 

shows information about slow changes in the signal. This is 

due to the fact that it contains only the low frequency 

components of the signal. The details are generated by the 

wavelet function (t); it shows the high frequencies carried by 

the signal and hence the rapid changes in the signal; therefore 

it can be easily used to discover the discontinuity points in the 

signal [16].  

 A set of wavelet functions {Ψ a,b(t)} can be generated by 

scaling and translating the mother wavelet  Ψ (t) by 

quantities a, b, respectively as: 

dtttfabc ab



 )()(),( ),(                  (1) 

Where a > 0 and b are real numbers.  
 

The inverse wavelet transform using the wavelets { Ψ a,b(t)}  

can be written as follows: 

 

dbdatabc
a

tf
a b

ab  )(),(
1

)( ),(2
           (2) 

The wavelet transform is the representation of the signal f(t) in 

terms of the wavelet coefficients c(a,b). The wavelet analysis 

can be extended from 1D signal into images. The sub-bands 

are represented by three 2D wavelets and a 2D scaling 

function as [2]: 

)()(),(,]1[ jyΨixΦyxjiΨ          (3)                                   

(4)        )()(),(,]2[ jyΦixΨyxjiΨ                                     

(5)        )()(),(,]3[ jyΨixΨyxjiΨ                                      

(6)            )()(),(, jyΦixΦyxΦ ji                                           

A one level of analysis results in one approximation and three 

details. The approximation A represents the image at a coarser 

resolution; it results from averaging in both directions of the 

image, x and y directions. The horizontal details H are 

obtained by averaging in x-direction and differencing in the y-

direction. The vertical details V are obtained by averaging in 

y-direction and differencing in the x-direction. The diagonal 

detail D is obtained by differencing in both directions. 

Horizontal edges tend to show up in H and vertical edges in 

V, while D contains all other details [15]. The 3D scaling 

function and the 3D wavelet functions can each be expressed 

as a product of three one-dimensional functions. The analysis 

is carried out along the x-dimension, the y-dimension, and the 

z-dimension of the volumetric data. Eight coefficients result 

from the one level analysis. One coefficient represents a 

volume approximation of the input data. The information 

which is missed in the approximation is distributed in the 

other 7 volume detail coefficients [13][22]. 
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For the conventional 3D transform the input is a cubic shape 

data element with three dimensions, width, height, and depth. 

In this case the smallest number of sample points is eight, 

two- sample points along each dimension. 

For multiple level analyses the input data must be at least of 

size 2j where j is the desired analysis level [13][22]. 

3. RESULTS AND DISCUSSION 
This section presents the results of each experiment followed 

by in-depth interpretation and discussion of these results, 

showing the reasons for unexpected outcomes. The supplied 

program gives the ability to load any cases saved in the hard 

disk. After cases have been loaded, the user can perform 

different kinds of analysis on the loaded data. 

This section deals with the display of the measurements in the 

time domain, in form of 3D-maps using the wavelet 

transform. 

Two options are given to user: the first of them to draw the 

whole signal, and the second one to draw the average cardiac 

cycle.  

 QRS detection 
ECG R   location  
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Simply, the user chooses the position of electrode to be 

plotted from (P0 to P4) and also the channel (from V1 to V6). 

Then the program plots the signal. Fig. 5 shows the whole 

ECG signal plot.  

 

Fig. 5. Whole ECG signal plot 

Using a code to detect the QRS complex, the chosen signal is 

divided according to the detected QRS. All the divided parts 

of the signal are plotted together. Fig. 6 displays the detected 

cardiac cycle and the average cardiac cycle.  

 

 

Fig. 6. Cardiac cycle and average cardiac cycle; the blue 

lines represent the detected cardiac cycles, while the red 

line represents the average cycle 

 

Finally the user can plot all the signals at different positions 

from P0 to P4 and all the channels (from V1 to V6). Fig. 7 

shows the various signal plots. 

 

Fig 7: The plots of ECG signal at different positions 

 

Fig. 8 displays the contours for the average cardiac cycle for a 

normal person. Similar contours can be drawn for abnormal 

persons.  

 

Fig. 8. The average cardiac cycle for a normal person 

Fig. 9 shows us the percentage average error in the contour 

plot of the five positions (P0-P1-P2-P3-P4) of the chest leads. 

 

Fig 9: Percentage of average error for different positions 

We applied the experiment on 10 normal persons and 10 

patients suffering from coronary heart disease at ICU of the 

hospital. Fig. 10 shows the comparison between normal and 

abnormal cases using the 3D wavelet transform measurements 

at different times. 

4. CONCLUSIONS  
The output of the experiment shows significant difference 

between maps of normal state and coronary heart disease at 

different times. 

At the first 10 msec.: We observe high –ve peaks at P2 with 

V3, P2/V5, P0/V3, P0/V5, P4/V3 and P4/V5 for normal cases. 

But for abnormal cases we observed +ve values appear at 

P0/V1, P0/V3, P4/V1 and P4/V3. 

At the first 20 m sec.: We observed –ve peaks at P4/V1 and 

+ve values at P2/V1, P2/V3, P0/V1, P0/V3, P0/V5, P4/V3 and 

P4/V5 for normal case. For abnormal cases we got similar 

results, however with certain difference, that is we got no –ve 

peaks at all. 

At the first 30 m sec.: Approximately all positions record 

highly negative peaks for normal cases. But for abnormal 

cases, approximately zero potential occurs at P2/V3, P2/V4. 

At the first 40 m sec.: Most positions record high negative 

peaks for normal and abnormal cases without any change. 
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Fig 10. Comparison between BSPM for normal and abnormal patient suffering from coronary heart diseases using 3D wavelet 

transform. figures a, c ,e, and g represent normal cases. The others represent the abnormal cases. 
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