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ABSTRACT 

Intrusion detection is a crucial part for security of information 

systems. Most intrusion detection systems use all features in 

their databases while some of these features may be irrelevant 

or redundant and they do not contribute to the process of 

intrusion detection. Therefore, different feature ranking and 

feature selection techniques are proposed. In this paper, 

hybrid feature selection methods are used to select and rank 

reliable features and eliminate irrelevant and useless features 

to have a more accurate and reliable intrusion detection 

process. Due to the low cost and low accuracy of filtering 

methods, a combination of these methods could possibly 

improve their accuracy by a reasonable cost and create a 

balance between them. In the first phase, two subsets of 

reliable features are created by application of information gain 

and symmetrical uncertainty filtering methods. In the second 

phase, the two subsets are merged, weighted and ranked to 

extract the most important features. This feature ranking 

which is done by the combination of two filtering methods, 

leads to higher the accuracy of intrusion detection. KDD99 

standard dataset for intrusion detection is used for 

experiments. The better detection rate obtained in proposed 

method is shown by comparing it with other feature selection 

methods that are applied on the same dataset.   
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1. INTRODUCTION 
Feature selection is a pre-processing technique that finds a 

minimum subset of features that captures the relevant 

properties of a dataset to enable adequate classification [1]. 

Given that no loss of relevant information is incurred with a 

reduction in the original feature space, feature selection has 

been widely used. Feature selection has been considered in 

many classification problems [2], and it has been used in 

various application domains [3], [4]. Feature selection 

techniques are very useful for improving the performance of 

learning algorithms [5]. For this reason, the strengths and 

weaknesses of feature selection techniques are traditionally 

assessed in terms of the classification performance from 

models built with a subset of the original features.  

Therefore, the hybrid feature selection method was used in 

this paper to select and rank reliable features and eliminate 

irrelevant and useless features to have a more accurate and 

reliable intrusion detection process and to eliminate the 

possibility that a single feature selection approach will result 

to some biased results. Therefore, combining them is a good 

and reasonable choice. 

In the first phase, two subsets of reliable features are created 

by application of information gain and symmetrical 

uncertainty filtering methods. In the second phase, the two 

subsets are merged, weighted and ranked to extract the most 

important features. This feature ranking which is done by the 

combination of two filtering methods, leads to higher the 

accuracy of intrusion detection. 

 The definition of Feature selection, Filtering Methods, 

Intrusion detection, and Naïve Bayes classifier which are used 

in proposed method, is presented in section 2, 3, 4 and 5. In 

section 6, proposed method and the phases involved in the 

feature selection process is described. In section 7, the 

performance of the proposed method is tested on KDD99 

dataset. Conclusions are given in section8.  

2. FEATURE SELECTION 
In order to make IDS more efficient, reducing the data 

dimensions and complexity have been used as simplifying 

features. Feature selection can reduce both the data and the 

computational complexity. It can also get more efficient and 

find out the useful feature subsets. It is the process of 

choosing a subset of original features so that the feature space 

is optimally reduced to evaluation criterion. The raw data 

collected is usually large, so it is desired to select a subset of 

data by creating feature vectors that Feature subset selection is 

the process of identifying and removing much of the 

redundant and irrelevant information possible. This results in 

the reduction of dimensionality of the data and thereby makes 

the learning algorithms run in a faster and more efficient 

manner. 

The feature selection techniques are generally mainly divided 

into two categories, filter and wrapper [6]. Filter method 

operates without engaging any information of induction 

algorithm. By using some prior knowledge such as feature 

should have strong correlation with the target class or feature 

should be uncorrelated to each other, filter method selects the 

best subset of features Alternatively, wrapper method employs 

a predetermined induction algorithm to find a subset of 

features with the highest evaluation by searching through the 

space of feature subsets and evaluating quality of selected 

features. The process of feature selection acts like “wrapped 

around” an induction algorithm since wrapper approach 

includes a specific induction algorithm to optimize feature 

selection; it often provides a better classification accuracy 

result than that of filter approach. However, wrapper method 

is more time consuming than filter method due to it is strongly 

coupled with an induction algorithm with repeatedly calling 

the algorithm to evaluate the performance of each subset of 

features. It thus becomes unpractical to apply a wrapper 

method to select features from a large data set that contains 
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numerous features and instances [7]. Furthermore, wrapper 

approach is required to re-execute its induction algorithm for 

selecting features from data set while the algorithm is 

replaced with a dissimilar one. It is less independent of any 

induction algorithms than filter is. 

3. FILTERING METHODS  
There are seven filter-based feature ranking techniques that 

are described in below: The first six are commonly used in the 

literature (chi-squared statistic (χ2), Information Gain (IG), 

Gain Ratio (GR), two versions of Relief (RF and RFW) and 

Symmetric Uncertainty (SU), while the last, Signal-to-noise 

(S2N), is less well known. χ2, IG, GR,RF, RFW and SU are 

available in the Weka data mining tool [8]. χ2, IG, GR and SU 

utilize the method to discretize continuous attributes, and all 

four methods are bivariate, considering the relationship 

between each attribute and the class, excluding the other 

independent variables [9]. 

3.1 Information Gain  
Information Gain (IG) is a commonly used measure in the 

fields of information theory and machine learning. IG 

measures the number of bits of information gained about the 

class prediction when using a given feature to assist that 

prediction [10]. For each feature, a score is obtained based on 

how much more information about the class is gained when 

using that feature. The information gain of feature X is shown 

in equation 1: 

IG(X) = H(Y) − H(Y |X)              (1) 

Where H(Y) and H(Y |X) are the entropy of Y and the 

conditional entropy of Y given X, respectively. The level of a 

feature’s significance is thus determined by how great is the 

decrease in entropy of the class when considered with the 

corresponding feature individually. 

A weakness of the IG criterion is that it is biased in favor of 

features with more values even when they are not more 

informative. 

3.2 Symmetrical Uncertainty  
Symmetric Uncertainty (SU) is a correlation measure between 

the features and the class [8]. And it is obtained by equation 2: 

       (2) 

where H(X) and H(Y) are the entropies based on the 

probability associated with each feature and class value 

respectively and H(X,Y), the joint probabilities of all 

combinations of values of X and Y . 

A weakness of the IG criterion is that it is biased toward 

features with fewer values.  

4. INTRUSION DETECTION  
An intrusion detection system (IDS) can be a device or 

software application that monitors the network or system 

activities for malicious attacks or policy violations and reports 

it to a Management Station [11]. IDS are considered to 

provide dynamic defense mechanisms to various network 

security threats. IDS can be divided into two types as network 

based and host based. Network intrusion detection system 

(NIDS) detects intrusions by continuously monitoring 

network traffic by connecting to network hub or switch which 

is configured for port mirroring, or network tap. NIDS uses 

sensors to capture all network traffic and to monitor 

individual packets to identify whether it is normal or attack. 

An example of a NIDS is Snort [12]. Host-based intrusion 

detection system (HIDS) uses agent as a sensor on a host that 

identifies intrusions by analyzing system calls, application 

logs, file-system modifications (binaries, password files, etc.) 

and other host activities and state. OSSEC is an example for 

Host based intrusion detection system [12].  

Passive systems are called as Intrusion Detection Systems and 

reactive systems are known as Intrusion Prevention Systems. 

IDS detect malicious activity, from a set of log records and 

alert the user. IPS auto-responds to the suspicious activity by 

resetting the connection or by reprogramming the firewall to 

block network traffic from the suspected malicious source. 

Based on the methodology adopted to identify intrusions, IDS 

could be classified as: anomaly detection and misuse 

detection. In anomaly detection, normal user behavior is 

developed. The anomaly detector monitors incoming packets 

and check for normal behavior. If it is deviating then it is 

considered as abnormal or attack. In misuse detection, 

abnormal behavior is modeled [13]. The misuse detector 

monitors network segments and check for abnormality. 

Misuse detector has higher accuracy when compared to 

anomaly detector because modeling normal behavior is 

difficult. Commercial IDS are mostly based on misuse 

detection [13]. The log records usually contain a large number 

of features which make the task of an Intrusion Detection 

System very difficult. Hence important features can be 

derived using some feature reduction algorithm and used for 

classification of data as normal or attack. 

4.1 Intrusion Detection Dataset  
The data set used for the entire course of research is the 

DARPA KDD99 benchmark data set, also known as “DARPA 

Intrusion Detection Evaluation data set”. It includes three 

independent sets: whole KDD, 10% KDD, and corrected 

KDD. In the experiments, 10% KDD and corrected KDD are 

taken as training and testing set, respectively. The training set 

contains a total of 22 training attack types, with an additional 

17 types in the testing set only. Totally 39 attack types are 

included and are fall into four main classes, Denial of Service 

(DOS), Probe, User to Root (U2R), and Remote to Local 

(R2L).Both training and testing sets are made up of a large 

number of network traffic connections and each one is 

represented with 41 features plus a label of either normal or a 

type of attack. The training set includes 494,020 connections 

that are distributed as 97,277 normal connections, 391,458 

DOS attacks, 4,107 Probe attacks, 52 U2R attacks, and 1,126 

R2L attacks. The testing set has 311,029 connections. It is 

made up of 60,593 normal connections, 229,853 DOS attacks, 

4,166 Probe attacks, 228 U2R attacks, and 16,189 R2L attacks 

[14]. 

5. NAIVE BAYES 
This classifier is based on the elementary Bayes’ Theorem. It 

can achieve relatively good performance on classification 

tasks [36]. Naive Bayes classifier greatly simplifies learning 

by assuming that features are independent given the class 

variable. More formally, this classifier is defined by equation 

3: 

 

(3) 

Where X = ( ) denotes a feature vector and Cj, j = 1, 2, ..., N, 

denote possible Class labels. 

The training phase for learning a classifier consists of 

estimating conditional probabilities P (XJ | Ci) and prior 

probabilities. Here,   are estimated by counting the training 

examples that fall into class ci and then dividing the resulting 

count by the size of the training set. Similarly, conditional 
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probabilities are estimated by simply observing the frequency 

distribution of feature XJ within the training subset that is 

labeled as class ci. To classify a class-unknown test vector, 

the posterior probability of each class is calculated, given the 

feature values present in the test vector; and the test vector is 

assigned to the class that is of the highest probability [15]. 

6. PROPOSED METHOD 

Input:  S ( )          // a testing data set for attack 

                δ                                         // a predefined Rank 

                 Ś ( )      // a selection subset 

Output:      ( )          // an optimal subset 

 Begin 

 

      For i = 1 to N do 

            Begin 

                Calculate   for    ; 

                Calculate Rank ( )   for   ; 

               If   (Rank ( ) ≤ δ) 

              Append      to      

           End; 

    For i = 1 to N do  

        Begin 

             Calculate      for   ; 

             Calculate Rank ( )   for   ; 

             If   (Rank ( ) ≤ δ) 

            Append      to      

        End; 

     = Combine ( , ) 

    For i = 1 to M do 

        Begin 

              =   (Rank ( ), Rank ( )) 

             If   ( ) ≤ δ) 

            Append      to       

        End;       

    For i = 1 to L do 

           Calculate Weight ( )   for   ; 

 

Figure 1: proposed method  

 

According to the topics discussed in this paper, a method was 

proposed for selection of the effective features by using a 

combination of two algorithms of information gain and 

symmetric uncertainty that consists of this aspect “how the 

features that most correlated with the class of attack should be 

selected?” To answer this question, an attempt has been made 

to use the concept of features ranking that its default value is 

decided (selected) by the user.  As it can be seen in Figure 1, 

with given a data set with a number of input features and a 

target class, the proposed method in first and second stage by 

using of two algorithms of information gain and symmetric 

uncertainty, first calculates the mutual information between 

features and class, Then the features are classified in 

descending order based on the degree of importance of 

relevance with the class, and the relevance with the class of 

those features that their degree of importance is higher than 

threshold level is kept, i.e. the deleted features are completely 

irrelevant to the class and the remaining ones (the rest of the 

features) are predictable. 

At third stage, the remaining features of the first and second 

stages are combined and the average importance factor of 

each feature is calculated. Those features that their average 

importance factor is higher than the threshold level are kept. 

Finally, the weight of the remaining features is calculated 

based on the average importance factor and by using of the 

weighted mean. In addition, the final rank of the remaining 

features is defined based on the weight, which means the 

selected features are the most “significant features” that 

restrain indispensable information of the original feature 

space. 

7. EMPIRICAL STUDY 

7.1 Experimental Conditions 
In order to evaluate the performance of proposed feature 

selection algorithm on data sets, four  representative feature 

selection algorithms,  IG,SU,CFS and FSSCP, built on the top 

of symmetric uncertainty are chosen. CFS method [16] uses a 

correlation-based heuristic search algorithm to evaluate the 

worth of subsets of features. It considers good feature subsets 

contain features that are highly correlated with the class, yet 

uncorrelated with one another. The heuristic algorithm 

measures the merit of feature subsets from pair wise feature 

correlations and then the subset with the highest merit found 

during the search is reported. Rather than scoring the worth of 

subsets of features of CFS approach, FSSCP method [14] uses 

symmetric uncertainty to evaluate the worth of features and 

then eliminate both irrelevant features with poor prediction 

ability to the class and redundant features that are inter 

correlated with one or more of the other features. After 

removing irrelevant and redundant features, the remaining 

ones contain indispensable information about the original 

feature space keeps. The collection features the strength of 

correlation between each pair of attributes will compute. The 

total amount of mutual information for each feature is 

acquired by adding all mutual information measures together 

that relate to that feature. In addition, the Naïve Bayes 

machine learning algorithm was applied to evaluate the 

detection accuracy on selected features for each feature 

selection algorithm. 

7.2 Evaluation Parameters 
In the experiments, the standard measurements such as 

detection rate (DR), false positive rate (FPR) were used for 

evaluation of the performance of intrusion detection tasks. 

The denotations of True Positive (TP), True Negatives (TN), 

False Positive (FP), and False Negative (FN) are defined as 

follows. Equations 4 and 5 describe DR and FPR, respectively 

[14]. 

True Positive (TP): The number of malicious records that are 

correctly identified. 

 True Negatives (TN): The number of legitimate records that 

are correctly classified. 

False Positive (FP): The number of records that were 

incorrectly identified as attacks however in fact they are 

legitimate activities. 

False Negative (FN): The number of records that were 

incorrectly classified as legitimate activities however in fact 

they are malicious. 
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(4) 

 

(5) 

7.3 Experimental Results 
The feature selection experiments were performed on the 

KDD99 data set. Four new sets of data are generated 

according to the normal class and four categories of attack 

(DOS, Probe, U2R and R2L). In each data set, records with 

the same attack category and all the normal records are 

included. For each data set, we run proposed approach and the 

other feature selection algorithms CFS and FSSCP, IG, SU, 

and record these selected features from each algorithm. 

During all experiments the threshold is considered by the user. 

Having finished the feature selection procedures, then the 

Naive Bayes machine learning algorithm was applied on each 

original full data set as well as each newly obtained data set 

that includes only those selected features from feature 

selection algorithms. By applying 10-fold cross-validation 

evaluation on each data set, the classification accuracies of 

this experimental dataset were obtained. Figure 2 show the 

results of feature selection of KDD99 dataset. 

Figures 2 to 5 and 6 to 9 show the percentages of DRs and 

FPRs performed on four KDD99 data set using Naive Bayes 

algorithm, respectively.  

Figures 10 and 11 show the average percentages of DRs and 

FPRs performed on four KDD99 data set using Naïve Bayes 

algorithm, respectively 

For an intrusion detection task, abnormal activities are 

expected to be correctly identified and normal activities are 

anticipated not to be misclassified. Therefore, a higher DR 

and a lower FPR are desired. 

 

Table 1.Selected Features in different methods on Normal-

Dos dataset 

IG-SU IG SU FSSCP CFS 

5,2,23,36 
5,23,3,36 
,24,2,33 

6,12,5,3,24 
,32, 23, 37 

1-6 

,12,23,24,

31,32, 37 

5,6,11,12 
,31, 32 

 

Table 2.Selected Features in different methods on Normal-

Probe dataset 

IG-SU IG SU FSSCP CFS 

27,5,29,4 
5,3,35,6, 

27,23,37 

25,29,27,4, 
30, 5 

1-4, 

12,16,25, 

27-29 

,30,40 

40,5,25,27

,29,30,37,

38,43 

 

Table 3.Selected Features in different methods on Normal-

U2R dataset 

IG-SU IG SU FSSCP CFS 

14,13,10,

17 

3, 14,10,1 
,13, 33, 

17 

14,13,17, 

10, 18, 29 

1-3, 10, 

16 

1,14,17,29 

 

Table 4.Selected Features in different methods on Normal-

R2L dataset 

IG-SU IG SU FSSCP CFS 

3,10,5,33 
5,3,6,33, 

10, 36, 37 

10,22,11,3,

33, 5, 6 

1-5,10,22 

, 26, 33 

9,10,16 

 

In tables 1 to 4, selected features in different methods for 

different attack datasets are presented. As it is clear from the 

tables, proposed method achieves higher degree of 

dimensionality reduction comparing to other methods. 

Moreover this reduction does not lead to deteriorate the 

classification performance because the precision of feature 

selection is improved by combining two filtering methods.    
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 Figure 2: Detection Rate calculated for different methods 

in Normal-Dos dataset 

 Figure 3: Detection Rate calculated for different methods 

in Normal-Probe dataset 
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 Figure 4: Detection Rate calculated for different methods 

in Normal-U2R dataset 

 

 Figure 5: Detection Rate calculated for different methods 

in Normal-R2L dataset 

In the figures 2 to 5, detection rate parameter in different 

methods for four attack datasets (Normal-Dos, Normal-Probe, 

Normal-U2R and Normal-R2L) are shown. From the figures 

above, we observe that in all the datasets, proposed method 

(combination of Information Gain and Symmetrical 

Uncertainty) achieves higher detection rate in comparison 

with other methods. This shows that the combination of two 

filtering methods, leads to improve the performance of 

classification.   
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 Figure 6: False Positive Rate calculated for different 

methods in Normal-Dos dataset 

 

 Figure 7: False Positive Rate calculated for different 

methods in Normal-Probe dataset 

 

Figure 8: False Positive Rate calculated for different 

methods in Normal-U2R dataset 
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Figure 9: False Positive Rate calculated for different 

methods in Normal-R2L dataset 

In figures 6 to 9, false positive rate parameters in different 

methods for four attack datasets (Normal-Dos, Normal-Probe, 

Normal-U2R and Normal-R2L) are shown. False Positive 

Rate parameter is the rate of records that were incorrectly 

identified as attacks however in fact they are legitimate 

activities. Hence, the lower value for this parameter is 

desirable. From the figures above, were  observe that in all the 

datasets, proposed method (combination of Information Gain 

and Symmetrical Uncertainty) achieves lower false positive 

rate in comparison with other methods. This shows that the 

combination of two filtering methods, leads to lower the 

number of incorrectly classified records and improve 

performance of classification. 

 

Figure 10: Average Detection Rate calculated for 4 attack 

datasets 

 

 

Figure 11: Average False Positive Rate calculated for 4 

attack datasets 

From the results shown in Figure 10, we observe that our 

approach achieves higher classification accuracy in 

comparison with the outcomes of IG, SU, FSSCP and CFS 

feature selection algorithms. Among the averaged DRs shown 

in Figure 10, were achieved the highest accuracy. The average 

detection rate of the proposed method is 98.28, which is 

higher than other comparable methods. Proposed approach 

also has the best performance of averaged FPR shown in 

Figure 11. The average false positive error rate of the 

proposed method is 1.1, which is far lower than other methods 

of comparison. 

8. CONCLUSION 
In this paper, a hybrid filtering feature selection method is 

proposed for selecting the most important features in the 

intrusion detection standard dataset. Proposed method uses 

combination of information gain and symmetrical uncertainty 

filtering methods. Separate subsets of features from intrusion 

detection dataset is constructed by the application of these 

filtering methods and then by combining these subsets, final 

feature subset  is generated. Proposed method overcomes the 

biases exist in the two filtering methods and achieves higher 

accuracy comparing to other filtering based methods. DR and 

FPR performance parameters is considered as evaluation 

metrics and their calculated values show that proposed 

method performance is higher comparing to other methods. 

Due to the low computational cost of filtering methods, 

proposed combined method obtains this performance 

improvement with a reasonable cost. 
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