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ABSTRACT 

In this paper, a decision making problem has been discussed 

with soft expert set and the effectiveness of the result is 

verified using matrix models and AHP technique.  
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1. INTRODUCTION 
In  1999 , Molodtsov [7] initiated the theory of soft sets as a 

new mathematical tool to deal with uncertainties while 

modelling the problems in Engineering Physics , Computer 

science , Economics , Social Sciences and Medical Sciences . 

Maji et al [6]  presented an application of soft sets in decision 

making problems and studied basic notions of soft set theory. 

Many researchers have studied this theory and they created 

models to solve problems in decision making. But most of 

these models deal with only one opinion (or) with only one 

expert. This causes a problem with the user when questioners 

are used for the data collection. Alkhazaleh and Salleh [13] 

defined soft expert set and created a model in which the user 

can know the opinion of the experts in the model without any 

operations.  

The essence of the paper is to obtain a decision for a day- to-

day life problem with the help of soft expert set and the 

effectiveness of the same problem is verified with the help of 

Combined Effect Time Dependent Data (CETD) Matrix and it 

is checked for consistency through Analytic Hierarchy 

Process (AHP). 

2. PRELIMINARIES 
Let U be the universe , E be the set of parameters and X a set 

of experts (agents). Let O be the set of opinions , Z= ExXxO, 

and  A Z. 

Definition 2.1   
A pair (F, A) is called a soft expert set over U, where F is a 

mapping given by  F: A   P (U), where P (U) denotes the 

power set of U. 

Definition 2.2 
For two soft expert sets (F,A) and (G,B) over U , (F,A) is 

called a soft expert subset of (G,B) if (i) AB (ii) for all       

eB, F(e) G(e). This relationship is denoted by (F,A) 

~


 

(G,B) . In this case (G,B) is called the soft expert super set of 

(F,A). 

 

 

Definition 2.3 
Two soft expert sets (F,A) and (G,B) over U are said to be 

equal if (F,A) is soft expert subset of (G,B) and (G,B) is 

called a soft expert subset of (F,A). 

Definition 2.4 
Let E be a set of parameters and X , a set of experts . The 

NOT set of  Z = E x X x O denoted by Z , is defined by 

Z = { ( }k,j,i)o,x,e
kji
  where 

i
e is not 

i
e . 

Definition 2.5 
The complement of a soft expert set (F,A) is denoted by 

(F,A)c and is defined by (F,A)c = (Fc,A) where Fc : 

)U(PA  is a mapping given by Fc(e) = U – F(e) , 

Ae  . 

Definition 2.6 

An agree- soft expert set 
1

)A,F(  , over U is a soft expert 

subset of (F,A) is defined as  

 }}1{ExXxe:)e(F{)A,F(
11

 . 

Definition 2.7 

An disagree- soft expert set 0
)A,F(

, over U is a soft expert 

subset of (F,A) is defined as  

}}0{ExXxe:)e(F{)A,F(
00


. 

Proposition 2.8 
If (F,A) is a soft expert set over U, then   

 

1

c

0

0

c

1

),(A)(F, (iii)

  ),(A)(F,  (ii)  ),(),()(

AF

AFAFAFi
cc



  

Definition 2.9 
The union of two soft expert  sets of (F, A) and (G, B) over  U 

denoted by (F,A)    (G,B) is the soft expert set (H, C), where   

C = A   B and for all e   C, H(e) = F(e) if  e   A – B, G(e) 

if e  B – A and F(e)   G(e) if e   A   B.  

Definition 2.10 
The intersection (H, C) of two soft expert sets (F, A) and      

(G, B) over a common universe U, denoted (F, A)   (G, B), is 

defined as C = A   B, and for all e  C, H(e) = F(e) if                            

e   A – B, G(e) if e  B – A and F(e)   G(e) if e   A   B.  
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Definition 2.11 
If (F,A) and (G,B) are two soft expert sets over U, then (F,A) 

OR  (G,B)  is defined as  

.),(),()(),(

),,(),(),(

~

AxBGFwhereO

AxBOBGAF






 

3. An Application Via Soft Expert Sets 
In this section we give an application of the soft expert set in a 

decision making problem. The problem we consider is as 

follows. Suppose that  a  college  wants to select a student for 

the  “ Best outgoing student award” and  there are four 

nominees who form the universe  U =  { s1,s2,s3,s4} . Let X= { 

p,q,r} be a set of expert committee members. This expert 

committee considers a set of parameters                       E =  { 

e1,e2,e3}, where the parameters ei ,( i = 1,2,3) stands for the 

academic performance , extra-curricular  activities , good 

conduct respectively.  

Suppose  (F,Z) = {((e1,p,1),{ s1,s2,s4}) ,                                                    

((e1,q,1), { s1,s4}),((e1,r,1),{ s3,s4}), 

((e2,p,1),{s4}),((e2,q,1),{s1,s3}),((e2,r,1),{s1,s2,s4}), 

((e3,p,1),{s3,s4}) ,((e3,q,1),{ s1,s2}),((e3,r,1),{s4}), 

((e1,p,0),{s3}) ,((e1,q,0),{ s2,s3}),((e1,r,0),{ s1,s2}), 

((e2,p,0),{ s1, s2,s3}),((e2,q,0),{s2,s4}),((e2,r,0),{s3}), 

((e3,p,0),{s1,s2}) ,((e3,q,0),{ s3,s4}),((e3,r,0),{s1, s2,s3}) } 

In order to arrive at a conclusion, i.e. to select one student for 

the award , the parameters are given some weight , say         

e1= 0.6,  e2 = 0.4,      e3 = 1 , the decision can be made by the 

use of agree matrix as follows : 

















2111

2112

3112

  

 This matrix is framed with the assumption made in (F,Z). The 

Average Time Dependent Data (ATD) Matrix obtained is    

















2     1    1       1

5 2.5  5.2     5

567.167.133.3

 

To obtain the Refined Time Dependent Data (RTD) Matrix 

we use,  

1e  then )*(a  if

0e  then )*,*(a  if

1e  then )*(a  if

ijjjij

ijjjjjij

ijjjij







 

With values of α as 0.5, 0.25, 0.75 the following RTD’s were 

obtained  

 

















 1111

1  1   1   1   

1 0   0  0   

,  















 1111

1  1   1   1   

1 0   0  0   

  , 

















 1111

0 0   0   1   

0 0   0  0   

 

The CETD matrix formed with the above obtained RTD is  

















 3333

2 2  2   3   

2 0   0  0   

 

The column sum matrix is   1   1-   1-   0 .This matrix 

gives the result that the student s4 is the best student to be 

opted for the award. 

4.  Verification with AHP technique 

The AHP is a powerful and flexible Multi Criteria Decision 

Making tool for dealing with complex problems where both 

qualitative and quantitative aspects are taken into 

consideration.  

The problem of selecting ‘ A Best Student’  is  applied again 

with this technique to verify the result obtained from the soft 

expert set. 

The students are compared using the pairwise comparison 

scale for AHP preference. 

The following tables are framed with Saaty’s scale for each of 

the parameter.,say , ei ,( i = 1,2,3) ,the academic performance ,                       

extra-curricular  activities , good conduct respectively. 
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Table 1. COMPARISON TABLE FOR e1   

Parameter (e1)  

S1 

 

S2 

 

S3 

 

S4 

    S1 1 2 2 1/2 

     S2 1/2 1 1 1/3 

     S3 1/2 1 1 1/3 

     S4 2 3 3 1 

 

The  above table is  used to find the eigen vector Aij by 

dividing the values using the column sum . 

Parameter 

(e1) 

 

S1 

 

S2 

 

S3 

 

S4 

Average  

   Aij 

    S1 0.25 0.2857 0.2857 0.2308 0.2631 

     S2 0.125 0.1429 0.1429 0.1538 0.1412 

     S3 0.125 0.1429 0.1429 0.1538 0.1412 

     S4 0.5 0.4286 0.4286 0.4615 0.4547 

 

The corresponding eigen values are  (1.0553, 0.5655, 0.5655, 

1.8281) which shows S4   as the best student. However the 

consistency is checked with the consistency test and 

consistency ratio.  

Consistency Test                                                                                                     

eigenvalue  theis  

 matrix,  theofdimension   theisn    where,
1










n

n
CI

  

          CI = 724.0
14

48281.1





 

Consistency Ratio   

matrix.  theofdimension   the toingcorrespond

 indices Random  theis RI  where, 
RI

CI
CR 

 

 CR =  -0.724/0.9 = -0.8044. 

The consistency ratio is acceptable if it does not exceed 0.10. 

Hence the judgment that the student S4 as the best student for 

the award is acceptable.   

The following table shows the comparisons with the other two 

parameters e2 and e3 

COMPARISON TABLE FOR e2: 

Parameter (e2)  

S1 

 

S2 

 

S3 

 

S4 

    S1 1 2 2 1/2 

     S2 1/2 1 1 1/2 

     S3 1/2 1 1 1/2 

     S4 1 2 2 1 

 

 

COMPARISON TABLE FOR e3: 

Parameter (e3)  

S1 

 

S2 

 

S3 

 

S4 

    S1 1 1 1 1/2 

     S2 1 1 1 1/2 

     S3 1 1 1 1/2 

     S4 2 2 2 1 

 

The corresponding Eigen vectors for (e2) and (e3) are 





















3333.0

1667.0

1667.0

3333.0

,





















4.0

2.0

2.0

2.0
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The corresponding Eigen values for (e2) and (e3) are                                  

 

 1.6    0.8   0.8    .80 

 and  1.3334    0.6667    0.6667    3334.1
 

The  consistency ratio  CR for  the parameters e2   and  e3 are -

0.9876  and – 0.8889  respectively . Both the vales are less 

than 0.1. Hence the student S4 can be selected for ‘Best 

Student Award’ 

                           

 Fig 1: The above is a graphical representation support the   

decision obtained by soft expert set. 

 

Conclusion:  
A decision making problem is discussed with the help of soft 

expert set and its effectiveness is compared with matrix 

model, with a graphical representation and the decision is 

model,   with a graphical representation and the decision is 

checked for its consistency using the AHP technique 
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