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ABSTRACT
Association rule mining is an important component of data min-
ing. In the last years a great number of algorithms have been pro-
posed with the objective of solving the obstacles presented in the
generation of association rules. In this work, a new graph based al-
gorithm for associative rule mining which has so many advantages
over the existing methods is proposed. It can be used to improve
decision making in a wide variety of applications such as: market
basket analysis, medical diagnosis, bio-medical literature, protein
sequences, census data, logistic regression, fraud detection in web,
CRM of credit card business etc.
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1. INTRODUCTION
Association rule mining, one of the most important and well re-
searched techniques of data mining, was first introduced in [1]. It
aims to extract interesting correlations, frequent patterns, associ-
ations or casual structures among sets of items in the transaction
databases or other data repositories. Association rules are widely
used in various areas such as telecommunication networks, mar-
ket and risk management, inventory control etc. Various associa-
tion mining techniques and algorithms will be briefly introduced
and compared later.
The main application areas of association rule mining includes
market basket analysis, medical diagnosis, protein sequences,
census data, CRM of credit-card diagnosis, was explained in [2].
It is all about finding some kind of patterns or relationships be-
tween various datasets.
Traditionally, association analysis was considered an unsuper-
vised technique, so it has been applied in knowledge discovery
tasks. Recent studies have shown that knowledge discovery algo-
rithms, such as association rule mining, can be successfully used
for prediction in classification problems. In these cases, the algo-
rithm used for generating association rules must be tailored to the
particularities of the prediction in order to build more effective
classifiers. The improvement of association rules algorithms is
the subject of many works in the literature. The main drawbacks
of existing association rule mining algorithms are:

(1) Large number of database scans.

(2) Low algorithm performance.
(3) Obtaining non interesting rules.

In this work, a new method for associative rule mining is intro-
duced. The proposed system works by constructing a graph. The
main advantage is that the system needs only a single database
scan, it is also possible to mine rules related to some particular
items only.
The paper is organized as follows. Section 2 mentions about the
existing work. Section 3 describes the proposed system. In sec-
tion 5 the advantages of the proposed system is discussed. Fi-
nally, the conclusion is presented in section 5.

2. EXISTING SYSTEMS
The main methods that are existing for association rule mining
are apriori algorithm, Eclat algorithm [3], FP-growth algorithm
[2,6], GUHA procedure [7], ASSOC [4] and OPUS [8,9] Search
algorithm. The also exists so many other algorithms which are
modified version of these base algorithms.
The main algorithm apriori [1] uses a ”bottom up” approach,
where frequent subsets are extended one item at a time (a step
known as candidate generation), and groups of candidates are
tested against the data. The algorithm terminates when no fur-
ther successful extensions are found. Apriori uses breadth-first
search and a Hash tree structure to count candidate item sets effi-
ciently. It generates candidate item sets of length from item sets
of length . Then it prunes the candidates which have an infre-
quent sub pattern. According to the downward closure lemma,
the candidate set contains all frequent -length item sets. After
that, it scans the transaction database to determine frequent item
sets among the candidates.

3. PROPOSED SYSTEM
Formally associative rule mining [5] can be defined as : Let I =
I1; I2; ...; Im be a set of binary attributes, called items. Let T be
a database of transactions. Each transaction t is represented as a
binary vector, with t[k] = 1 if t bought the item Ik, and t[k] = 0
otherwise. There is one tuple in the database for each transaction.
Let X be a set of some items in I. A transaction t is said to be
satisfies X if for all items Ik in X, t[k] = 1.
Rakesh Agrawal et. al.[5] defined associative rules as: An asso-
ciation rule means an implication of the form X =⇒ Ij , where
X is a set of some items in I, and Ij is a single item in I that is
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not present in X. The rule X =⇒ Ij is satisfied in the set of
transactions T with the confidence factor 0 ≤ c ≤ 1 iff at least
c% of transactions in T that satisfy X also satisfy Ij . A notation
X => Ij |c is used to specify that the rule X =⇒ Ij has a con-
fidence factor of c, where confidence is a measure of the rule’s
strength, support corresponds to statistical significance
The proposed system works in two steps: In step 1 a graph is
being constructed from the given database of transactions. This
is the only step on which a database scan is needed. In step 2
association rules are derived from the graph that is resulted from
step 1. For the easiness of operations a new graph which is named
as GARM graph has been introduced.
The GARM graph is similar to the common graph G=(V,E)
where V is the set of vertices and E is the set of edges. The dif-
ference is that in GARM graph V is a tuple (Vertex V, colours);
where the set ”colours” denoted by colours represent the colours
of edges that are connected to the vertex represented as ”V”, and
E is a triple (Vertex1, Vertex2, colour C) which means that the
vertices ”Vertex1” and ”Vertex2” are connected through an edge
coloured as ”C”. In other words GARM is a multigraph with
coloured edges. The main operations that are interested are in-
sertion, coloured sub-graph extraction (i.e. if a colour is given,
the algorithm will return the graph, whose edges with specified
colour). The process is explained in the following subsections:

3.1 Phase 1: Graph Construction phase

Algorithm 1 GARM Construction Algorithm
1: procedure CREATE GRAPH(T )
2: color = 0
3: for each transaction t in T do
4: for each item Ii in t = I1, I2, ..., In do
5: if Ii /∈ V then
6: V = V UIi
7: end if
8: end for
9: for all Ij ∈ t 6= Ii do

10: E = EU(Ii, Ij , color)
11: end for
12: V (Ii, colour) = V (Ii, colourUcolor)
13: color = color + 1
14: end for
15: end procedure

The graph construction can be explained with the help of the al-
gorithm 1.The algorithm works as follows: Consider each item-
set in transaction as a vertex in GARM graph. Firstly, For each
transactional item-set I1, I2, ..., In construct a complete graph of
size ’n’ and assign a previously unassigned colour to the edges of
this graph. The next step is to merge this graph with the GARM
graph, i.e. an union operation is done between edge set of newly
created graph and edge set of GARM graph.
An example of function CREATE GRAPH() with input
database of transactions T as:

T1 = I1I2I3
T2 = I2I3I4
T3 = I1I3I4

can be illustrated in figure 1

3.2 Phase 2: Rule mining phase
Next step is to derive association rules from GARM graph. Be-
fore going into that function, let us present an operation that to
find the coloured subgraph from GARM, which is connected to
a specific vertex ”V”. The pseudocode for procedure is given in
algorithm 2.

Fig. 1. GARM graph for T

Algorithm 2 Coloured Subgraph Construction Algorithm
1: procedure FIND SUBGRAPH(V )
2: Vertex set Vnew = ∅
3: Edge set Enew = ∅
4: for each vertex ver in V do
5: if ∃ c in {color} of ver | c ∈ {color} of V then
6: Vnew = VnewUver
7: if (V, ver) ∈ E then
8: weight[(V, ver)] = weight[(V, ver)] + 1
9: else

10: Enew = EnewU(V, ver, color)
11: weight[(V, ver)] = 1
12: end if
13: end if
14: end for
15: return graph G=(Vnew, Enew)
16: end procedure

The algorithm 2 works in the logic that if two vertices have same
coloured edge connected to it, then it means that the both vertices
are connected. Step 7-11 is used to reduce GARM graph to well
known weighted graph. FIND SUBGRAPH() can also be
done by finding and merging the coloured spanning tree of all
colours to which the specified vertex is connected.
Now the association rule mining step. The algorithm for the pro-
cess is as in algorithm 3 which can be explained as: The pro-
cedure first of all remove all edges from the resultant subgraph
which have the weight less than the specified minimum support
count (min sup). This step will help us to remove irrelevant as-
sociations. Then check for the paths from each vertices, to create
rules related to that item.
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Algorithm 3 Algorithm for Rule mining
1: procedure MINE RULE(min sup, conf )
2: for each vertex ’v’ in G do
3: G1 = FIND SUBGRAPH(v)
4: Enew =Enew −E(v, u) | w[(v, u)] < min sup
5: if w[(v, u1)] = w[(v, u2)] = ... = w[(v, un)]

=Max Weight(G) | u1 6= u2 6= ... 6= un then
6: R = R U {v −→ u1, u2, ..., un}
7: else if w[(v, u1)] = w[(u1, u2)] = ... =

w[(un−1, un)] = Max Weight(G) | u1 6= u2 6=
... 6= un then

8: R = R U {v −→ u1, u2, ..., un}
9: else if w[(v, u1)] = w[(u1, u2)] = ...=

w[(ui−1, ui)] 6= w[(ui, ui+1)]= ... = w[(un−1, un)]
| u1 6= u2 6= ... 6= un then

10: R = R U {vu1u2...ui −→ ui+1, ui+2, ..., un}
11: else w[(v, u1)] = w[(u1, u2)] = ...= w[(ui−1, ui)]

6= w[(ui, ui+1)]6= ... 6= w[(un−1, un)]| u1 6=
u2 6=

... 6= un

12: R = R U {vu1u2...ui −→ ui+1, ui+2, ..., un}
U {vu1u2...ui+1 −→ ui+2, ..., un} U ... U
{vu1u2...ui...un−1 −→ un}

13: end if
14: end for
15: end procedure

The calling of procedure CREATE GRAPH() will result
in the creation of GARM graph. Then the MINE RULE()
procedure will mine rules by creating coloured subgraph of all
vertices.

3.3 Complexity
The complexity of proposed algorithms is as follows: Suppose
the dataset of transaction contains ’n’ item-sets and totally ’m’
items in entire dataset and the longest item-set contains ’k’
items. Then the algorithm 1 take O(nk) time where ’n’ to take
complete transactions and ’k’ for creating edges between in-
terrelated items which is denoted as vertices. Algorithm 2 take
O(km) time where ’k’ is for taking all the colours that are con-
nected to the vertex, ’m’ for checking all vertices for the colour.
Finally algorithm 3 take O(km2) where, ’km’ for procedure
SUB GRAPH and ’m’ for generating rules related to all ’m’
vertices.

3.4 Memory Management
This graph based algorithm for association rule mining effec-
tively utilises the memory constraints. The only memory that is
needed here is to store the GARM graph. GARM graph can be
efficiently implemented by storing the vertices, which was rep-
resented as a structure containing vertex id and set of colours.
The set of colours can be represented in two ways: One way, is
to store all the id’s w.r.to the colours that the vertex contains and
another way is to store each vertex as a bit-vector in which each
’1’ in i’th position means i’th coloured edge is connected to the
vertex.

4. ADVANTAGES OF PROPOSED SYSTEM
There are several advantages for the proposed system over the
existing system. The major advantages are:

4.1 Number of database scan
The apriori algorithm needs a large number of database scans
and generate large candidate sets. But the database scans are too
costly and time consuming, So the total cost for running apriori

algorithm is too high. Whereas, the GARM algorithm read the
database only at the time of GARM graph construction. That is
there is only one database scan.

4.2 Dynamic updation
The proposed system supports dynamic updation. If the admin
wants to add a new transaction after creating the GARM graph,
then:

—Create a graph for new transaction.
—Add newly created graph with existing GARM graph.

Suppose an error get identified in some transaction after GARM
creation, then the following steps can be done to remove that
invalid transaction:

—Create a graph for the erroneous transaction.
—Subtract similar graph from GARM graph.

Since these operations needs unit time, the dynamic updations
are quite easy and consistent.

4.3 Mining rules related to interested items only
The existing algorithms result in a set of associative rules. But
suppose that someone is interested only associative rule that con-
tains some particular item Ii then the existing algorithm fails.
Solution for this is doing the steps 3 to 12 of algorithm 3 with
respect to vertex Ii. This is the main advantage of the proposed
algorithm.

4.4 Simple operations
The algorithms that was discussed earlier can be denoted and
accomplished with simple operations. That is, the algorithms can
be done in the following ways:

—Algorithm 1: Initialize vertex corresponding to Ii as ∅ and for
each occurrence of Ii union the set of Ii with the colour of
new graph.

—Algorithm 2: Add vertex Ij to coloured subgraph of Ii, if Ii⋂
Ij 6= ∅. Otherwise this algorithm can be implemented by

creating and merging coloured spanning tree.

These arithmetic set operations can be done in simple and effi-
cient manner with less computation time.

4.5 Less complexity
The proposed algorithm is of less complexity, both in the terms
of time and space when compared to the existing systems. Be-
cause, int his algorithm candidate sets are not generated and no
time consuming operations are done in this algorithm. Whereas,
the naive procedure require setting up of 2m counters corre-
sponding to all subsets of the set of items I, where m is number
of items in I [11].

5. CONCLUSION
In this paper a new graph based algorithm for association rule
mining is proposed. The GARM will override the existing solu-
tions with high efficiency and less time complexity. The main
strategy of this paper is by decomposing the main problem
into two sub problems. The idea is mainly bagged with finding
GARM graph from the given set of transactions and mining rules
from the GARM graph.The advantages of proposed system is as
mentioned in section IV. The option for item specific rule mining
can be said as the main advantage of the proposed system.
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