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ABSTRACT 
Wireless Sensor Networks (WSN) is a set of sensor nodes 

that collects the information from environment and sends to 

the base station (Header node or Central Node).Wireless 

range of applications related to national security, 

surveillance, home and office application[1],habitat 

monitoring[2,3],health application[4,5],environment 

forecasting[6] and military etc. One important class of 

WSNs is wireless Ad-Hoc sensor networks, characterized by 

an Ad-Hoc or random sensor deployment method, where the 

sensor location is not known a priori. This applies when 

individual sensor placement is infeasible, such as in 

battlefields or in disaster areas. Generally, more sensors are 

deployed than required (As compared with the optimal 

placement) to perform the proposed task; this compensates 

for the lack of exact positioning and improves fault 

tolerance. The characteristics of a sensor network include 

limited resources, large and dense networks, and a dynamic 

topology. An important issue in sensor networks is power 

scarcity, driven in part by battery size and weight 

limitations. Mechanisms that optimize sensor energy 

utilization have a great impact on prolonging the network 

lifetime. In this paper  different energy minimization 

techniques have been compared that are used in wireless 

sensor network. 
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1. INTRODUCTION 
WSN are application specific and all design 

considerations are different for each application. The 

requirements of WSNs are very specific; especially when it 

comes to military application.WSN is limited in energy and 

has individual resources (such as CPU and memory). These 

tiny devices could be deployed in hundreds or even 

thousands in harsh and hostile environments. One of the 

advantages of wireless sensors networks (WSNs) is their 

ability to operate unattended in harsh environments in which 

contemporary human-in-the-loop monitoring schemes are 

risky, inefficient and sometimes infeasible. Therefore, 

sensors are expected to be deployed randomly in the area of 

interest by a relatively uncontrolled means, e.g. dropped by 

a helicopter, and to collectively form a network in an ad-hoc 

manner [7, 8]. Given the vast area to be covered, the short 

lifespan of the battery-operated sensors and the possibility of 

having damaged nodes during deployment, large population  

 

of sensors are expected in most WSNs applications. It 

requires scalable architectural and management strategies. In 

addition, sensors in such environments are energy 

constrained and their batteries cannot be recharged. The 

nodes lose their energy quickly and become dead. The 

frequent topology changes due to the die of sensors make 

the network quite unstable. In some application scenarios, 

replenishment of energy resources might be impossible, and 

therefore sensor node lifetime shows a very strong 

dependency on battery lifetime [9]. Therefore, designing 

energy-aware algorithms becomes an important factor for 

extending the lifetime of sensors. 

2.  ENERGY RESOURCE IN WIRELESS 

SENSOR NODE  
In addition to a sensor, each node in a wireless sensor 

network is typically equipped with microcontroller, 

transceiver, sensors, memory, and power unit. The sensor 

node senses the environment, collects the relevant data, 

process the information collected, store it in a buffer and 

forward this information to other nodes or base station in a 

wireless manner. The processing unit is used to process 

incoming data and assemble them into packets to be 

transmitted using the wireless transceiver. An energy source 

(Power unit) supplies energy to the memory, sensing unit 

and transceiver.  

Wireless sensor nodes must be supported by a power unit 

which is typically some form of storage (that is, a battery) 

but may be supported by power scavenging components (for 

example, solar cells). Energy from power scavenging 

techniques may only be stored in rechargeable (secondary) 

batteries and this can be a useful combination in wireless 

sensor environments where maintenance operations like 

battery changing are impractical. To conserve energy a 

power unit may additionally support power conservation 

techniques such as dynamic voltage scaling.  

 

 
 

 

 

 

Fig 1:  Components of Wireless Sensor Network 
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3. ENERGY WASTING REASONS IN 

WIRELESS SENSOR NETWORK 
The states of WSN are also important as sensor node 

consumes different amount of energy in different state. To 

increase the lifetime of WSN, changing the states according 

to the need is also important. In wireless sensor network 

each sensor nodes radio can be in one of the following four 

states  

1) Transmit:–When the transmitter is transmitting. 

2) Receive: – When the receiver is receiving. 

3) Idle:–When the transceiver is neither transmitting nor 

receiving. It consumes less energy in idle state as compared 

to transmit and receive state 

4) Sleep: – When radio is turned off. A sensor node does not 

consume any energy in sleep state.  

In WSNs, sensors dissipate energy while sensing, 

processing, transmitting or receiving data to fulfill the 

mission required by the application. The sensing subsystem 

is devoted to data acquisition. It is obvious that minimizing 

data extracted from transducer will save energy of very 

constrained sensors. Experimental results confirm that 

communication subsystem is a greedy source of energy 

dissipation. A great amount of energy wasted in 

communication due to several reasons [10, 11] in states that 

are useless from the application point of view, such as: 

Collision:-When a node receives more than one packet at 

the same time, these packets collide. All packets that cause 

the collision have to be discarded and the retransmission of 

these packets is required. 

 Overhearing:-When a sender transmits a packet, all nodes 

in its transmission range receive this packet even if they are 

not the intended destination. Thus, energy is wasted when a 

node receives packets that are destined to other nodes. 

Control packet overhead: - A minimal number of control 

packets should be used to enable data transmissions. 

Idle listening:-It is one of the major sources of energy 

dissipation. It happens when a node is listening to an idle 

channel in order to receive possible traffic. 

Overmitting:- It happens when a sender sends packet to a 

node but the receiver node is not ready and the packet  must 

be sent again. 

Interference:-Each node located between transmission 

range and interference range receives a packet but cannot 

decode it. 

4. ENERGY SAVING TECHNIQUES IN 

WSN 
As battery is the only source of energy in WSN and it cannot 

be recharged. So powers saving techniques are used to 

conserve the energy in WSN. For a wireless sensor node, 

power saving techniques can generally be classified in the 

following categories.  

1) Schedule the wireless nodes to alternate between active 

and sleep mode. 

2)Power control by adjusting the transmission range of the 

wireless nodes. 

3)Energy efficient routing and data gathering. 

Reduce the amount to data transmitted and avoid useless 

activity. 

4)These power saving techniques can be used in clustering, 

routing or scheduling of nodes techniques to increase the 

lifetime of WSN. 

5.  CLUSTERING IN WSN  

Grouping sensor nodes into clusters has been widely used by 

the research community in order to achieve the network 

scalability objective, energy efficiency, effective data 

communication and robustness for the network by allowing 

spatial reuse of the bandwidth and simpler routing decisions 

that results in decreased energy dissipation of the whole 

system by minimizing the number of nodes that takes part in 

long distance communication[12] .Every cluster would have 

a leader, often referred to as the cluster-head (CH) as shown 

in figure 2. Cluster heads collect, aggregate and forward the 

data. Communications are either intra cluster, that is, 

between nodes and cluster head inside a cluster or inter 

cluster which can occur between one node in a cluster and a 

different node in another cluster. In later case, cluster heads 

play a prominent role in successful communication. In most 

clustering approaches, first a set of cluster heads are selected 

among the nodes in the network. After that rest nodes are 

clustered around these CHs. Selecting cluster heads is 

always a hard problem. Generally clustering approaches use 

random scheme to select cluster heads. A comparison 

various clustering algorithms used in wireless sensor 

networks is given in  [13]. Clustering schemes is classified 

into four categories—heuristic, hierarchical, weighted, and 

grid scheme [14]. Clustering algorithms play a vital role in 

achieving the targeted design goals for a given   

implementation. 
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Fig.2: General clustered sensor network architecture 
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• Selection of Cluster heads and Clusters: For designing 

WSN for a particular application, designers must carefully 

examine the formation of clusters in the network. Depending 

on the application, certain requirements for the number of 

nodes in a cluster or its physical size may play an important 

role in its operation. This prerequisite may have an impact 

on how cluster heads are selected in this application.  

• Real-Time Operation: Useful lifetime of data is also a 

fundamental criterion in designing Wireless Sensor 

Networks. In applications such as habitat monitoring [2, 3], 

simply receiving data is sufficient for analysis. Means delay 

is not an important issue. In military tracking [15], the issue 

of real-time data acquisition becomes much more vital. So, 

important attention must be paid to the delay created by the 

clustering scheme itself. In addition, the time required for 

cluster recovery mechanisms must also be taken into 

account.  

• Synchronization: One of the primary limitations in 

Wireless Sensor Networks is the limited energy capacity of 

nodes. Slotted transmission schemes (such as TDMA), allow 

nodes to regularly schedule sleep intervals to minimize 

energy used. Such schemes require synchronization 

mechanisms to setup and maintain the transmission 

schedule. When considering a clustering scheme, 

synchronization and scheduling will have a considerable 

effect on network lifetime and the overall network 

performance.  

• Data Aggregation: Data aggregation allows the 

differentiation between sensed data and useful data. As the 

power required for processing tasks is substantially less than 

communication tasks, the amount of data transferred in 

network should be minimized. Many clustering schemes 

provide data aggregation capabilities, and as such, the 

requirement for data aggregation should be carefully 

considered when selecting a clustering approach.   

• Repair Mechanisms: Nodes in WSN are often prone to 

node mobility, node death and interference. All of these 

situations can result in link failure. When looking at 

clustering schemes, it is important to look at the mechanisms 

in place for link recovery and reliable data communication. 

• Quality of Service (QoS): There are many QoS 

requirements in WSN. Many of these requirements are 

application   dependant (such as acceptable delay and packet 

loss tolerance), and as such, it is important to look at these 

metrics when choosing a clustering scheme. 

Implementations can vary widely in terms of these metrics, 

and as a result, the design process should consider these 

aspects. 

Cluster formulation is a 2 step process. First cluster head is 

elected and then nodes are assigned to cluster head [16, 17]. 

So cluster head energy consumption should be minimized 

and thus the network lifetime is maximized. There are many 

energy efficient data collecting clustering protocols. LEACH 

(Low energy adaptive clustering hierarchy) is a clustering 

protocol where cluster head is selected randomly, to balance 

the energy of the network [18]. Cluster head accept the data 

from all sensors of the same cluster aggregate them and then 

finally send to the base station. All cluster heads are in direct 

communication with BS.As cluster heads are selected 

randomly, this protocol has a probability of having a low 

energy node as a cluster head. At this condition CH is not 

able to communicate with BS, for a long time. Thus network 

lifetime decrease and it will affect network performance. To 

solve this problem SEP (Stable election protocol) was 

developed [19].In SEP protocol, sensors having high energy 

have more probability of becoming CH. It greatly increases 

the stable reason as compared to LEACH. In WSN energy 

efficiency and low latency are two main issues. To achieve 

these HEARP (Hierarchical energy aware routing protocol 

)was developed[20].It was batter then LEACH in terms of 

energy consumption and latency. HEARP saves energy and 

increase the stability period of WSN. 

Then PEGASIS was developed to increase the stability 

period of WSN and lifetime of WSN [21]. After that chain 

based clustering routing protocol called WEP (Weighted 

election protocol) was developed. Here nodes are divided 

into 2 types. Advanced nodes and normal nodes. Advanced 

nodes have higher energy than normal nodes. Advanced 

nodes become CH more often as compared to normal nodes. 

It combines the clustering strategy with routing algorithm to 

satisfy both energy and stable period constraints in the 

heterogeneous environment [22]. 

 Many other algorithms have also been developed for this 

like ANDA [23], LID [24, 25], LEAD [26] etc. 

6.  ENERGY EFFICIENT 

SCHEDULING  
Coverage and Connectivity are basic requirements in a 

wireless sensor network. The objective of such a network is 

to detect events of interests or collect data and then report 

the obtained information to a fusion centre. Connectivity 

means the sensor network remain connected so 

The information collected by sensor nodes can be relayed 

back to data sink or controllers. Therefore connectivity is as 

critical as sensing coverage. Coverage means the area that 

has to be monitored by the sensor nodes. Life time of WSN 

means the amount of time for which the given sensor 

network remain active and provide sufficient information of 

the coverage area. It is understood that every target in the 

network should be covered by more than one node so that it 

may remain connected even if one sensor fails. Higher order 

of communication is also required for appropriate 

communications. So there is requirement of Q-Coverage and 

P-connectivity. Q-coverage means every point in the plane 

is covered by at least q-different sensors [27]. P-

connectivity means there are at least p disjoint paths 

between any two sensors [27]. Maximizing the network 

lifetime and to provide reliable energy efficient monitoring 

depends on selecting minimum number of sensors in active 

mode to cover all the targets. So these power saving 

techniques can be regarded as Set Covering Problem (SCP). 

The sensors from the active set are in the active state (e.g. 

transmit, receive or idle) and all other sensors are in the 

sleep state. In the active mode, a sensor can observe the 

environment and communicate with other sensors (or the 

base station). In the sleep mode, a sensor cannot monitor or 

communicate. However, the node can change to the active 

mode, any time it receives the appropriate signal (either 

from another sensor or the base station). Obviously, in the 

sleep mode a sensor consumes much less energy than in 

active mode. Finally, in the off mode, the nodes are 

completely inactive. This happens either when the battery of 
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a sensor is exhausted or when the sensor is turned off 

completely. Sensors have a limited battery life. In order to 

increase the lifetime, the nodes must be divided into a 

number of subsets, called cover sets. Sensors belonging to 

the currently scheduled cover set are in active mode, while 

others are in sleep mode. Each cover set is capable of 

covering all monitored targets. If the cover sets are node-

disjoint sets, then each sensor will be allowed to participate 

only in one cover set, and thus each set will have a 

maximum lifetime of k. By periodically switching between 

sets of coverage sensors, the target coverage time can be 

extended to s · k, where s is the number of available sets. 

There are many techniques of solving the problem of active 

node selection in WSNs [28, 29], and most of them having 

aim of achieving high levels of energy efficiency.  To select 

optimal cover set any  algorithms may be  used like efficient 

cover set selection (ECSS)[30], which is based on improved 

NSGA-II (elitist non dominated sorting genetic algorithm) 

and it gives optimal number of set covers.  Basic Ant 

Colony Algorithm [31] is used to solve the SCP. Here the 

minimum number of sets of sensors is selected where at 

least one sensor is BS connected to prolong the network 

lifetime. In the modified Ant Colony Algorithm [32] set 

covering problem is solved where node selection procedure 

is based on the energy of each node in a set, provide energy 

efficient sensor network. 

Greedy-MSC Heuristic for 1-Coverage as well as for Q-

Coverage is used and defined in [33].It generates non-

disjoint cover sets and efficiently increases the lifetime. An 

Adaptive heuristic also known as B{GOP} was 

proposed[34].It is centralized algorithm that generates node-

disjoint sensor sets, each capable of independently 

monitoring all targets. In this novel centralized algorithm 

each sensor set is capable of monitoring independently all 

registered targets. The algorithm provides efficient solutions 

for both point and area coverage problems.  A Heuristic with 

high energy and small lifetime (HESL) [35], is proposed to 

increase the lifetime of WSN by considering Q-Coverage 

requirement. This  algorithm  use three steps. 

1)Priority assignment – Priorities are assigned to each 

sensor based on available battery life. Thus a Q-Cover is 

generated by selecting sensors with highest residual battery 

life till all the targets are covered according to Q-Coverage 

vector. By this the obtained Q-Cover which is not minimal. 

To find out minimal Q-cover  one sensor is removed at a 

time and check whether it is a Q-Cover or not.  

2)Life time assignment –A  small constant of lifetime is 

assigned  to the set cover C, thus generated. So one sensor 

may participate in more than one cover set as a sensor 

doesn’t consume all of its energy in a single cover set. This 

constant lifetime is decided as minimum between small 

lifetime granularity constant (l) and maximum lifetime 

available of sensors in a set cover cp. 

3)Priority decrement – To avoid the repeated generation of 

same Q-Cover always the priority of each sensor is reduced 

by one, once it is used in a Q-Cover. So after a sensor is 

used in a set cover, its priority reduces and thus chances are 

given to other nodes also to participate in set cover by 

increasing their priority. 

7.  ROUTING IN WSN 

Routing in a communication network is the process of 

forwarding a message from a source host to a destination 

host via intermediate nodes. In wired networks, routing is 

commonly a task performed by routers. In ideal wireless ad 

hoc networks, in contrast, every network node may act as a 

router, as a relay node forwarding a message on its way 

from its source node to its destination node. This process is 

particularly important in ad hoc networks, as network nodes 

are assumed to have restricted power resources and therefore 

try to transmit messages at low transmission power, leading 

to the effect that the destination of a message can typically 

not be reached directly from the source. In wired networks, 

routing almost always takes place in relatively stable 

conditions; at least the main neighborhood topology remains 

identical over weeks, months, or even years. The primary 

focus of routing in wired networks is on high-performance 

forwarding of messages; reaction latency in the face of 

network topology changes, caused by failing hosts or 

connections, is generally of secondary importance. 

Considering the stability of wired networks, prompt reaction 

to topology changes or rapid propagation of according 

information is often not required; as such events are 

relatively rare. A considerable number of routing protocols 

specifically devised for operation in ad hoc networks have 

consequently been invented. Routing protocols are usually 

classified into two groups: proactive and reactive routing 

protocols. Proactive routing protocols resemble protocols 

for wired networks in that they collect routing information 

ahead of time. A request for a message to be routed can be 

serviced without any further preparative actions. As every 

node keeps a table specifying how to forward a message, 

information on topology changes is propagated whenever 

they occur. Similar to routing protocols in wired networks, 

proactive routing protocols are efficient only if links are 

stable and node mobility is low compared to the rate of 

communication traffic. Already if node mobility reaches a 

reasonable degree, the routing overhead incurred by table 

update messages can become unacceptably high [36]. 

Another question is whether lightweight ad hoc network 

nodes with scarce resources can be expected to maintain 

routing tables potentially for all possible destinations in the 

network. Reactive routing protocols, on the other hand, try 

to delay any preparatory actions as long as possible. Routing 

occurs on demand, only. In principle, a node wishing to send 

a message has to flood the network in order to find the 

destination. Although there are many tricks to restrict 

flooding or to cache information overheard by nodes, 

flooding can consume a considerable portion of the network 

bandwidth. Attempting to combine the advantages of both 

concepts, proposals have also been made to incorporate both 

approaches in hybrid protocols, adapting to current network 

conditions. Proactive protocols, such as DSDV [37], TBRPF 

[38], and OLSR [39], distribute routing information ahead of 

time in order to be able to react immediately whenever a 

message needs to be forwarded. On the other hand, reactive 

protocols, such as AODV [40], DSR [41]do not try to 

anticipate communication initiate route discovery as late as 

possible, as a reaction to a message requested to be routed. 

Some hybrid protocols, such as [43, 44], have been 

proposed. Further details of routing algorithms in mobile ad 

hoc networks are given in [45]. Most of these protocols have 

been described and studied from a system perspective; 

performance and efficiency assessment was commonly 

carried out by means of simulation. Greedy routing and face 

routing can be combined, resulting in the GOAFR [46] 

algorithm, which preserves the worst-case guarantees of its 

face routing components. GOAFR particularly outperforms 

other routing algorithms in a critical node density range, 

where the network is just about to become connected and 
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which forms a challenge to any routing algorithm, also non-

geographic routing algorithms. 

8. PROPOSED APPROACH FOR 

ENHANCING ENERGY IN WSN 

Lifetime of battery is limited. It  cannot be used  them for 

loner time. Other approaches can also be used like energy 

efficient clustering, routing and scheduling for WSN. 

Energy efficient scheduling for sensor nodes is used in such 

a way that all nodes are not activated at the same time and 

thus energy consumption is minimized. Means some nodes 

are in active state while some are in sleep state. The lifetime 

of WSN depends upon battery consumption. Lifetime means 

the amount of time for which the given sensor network 

remain active and provide sufficient information of the 

coverage area. A network is connected if every node in the 

network is part of the mainland and not connected if at least 

one island exists. The mainland is part of the network which 

contains the sink together with the sensor nodes those are 

connected to the sink, either directly or via other nodes. 

Sensor nodes in a mainland can send their messages to the 

sink, by definition. An island in the network contains one or 

more nodes which are not connected to the sink; hence, they 

can send messages to each other, but cannot send any 

message to the sink. This is the main drawback of wireless 

Sensor Network. To remove the problem of battery in 

Wireless sensor network  a new mechanism can be used 

which may activates the battery (sensor) and thus their 

battery is not exhausted. If  sensor node can be charged by 

using some mechanism then they can be used for longer 

time and there is no need to be care about node scheduling 

for saving battery power. This mechanism can solve the 

problem of energy in wireless sensor node. 

Energy source can be used in the form of sun or wind. By 

using sun energy in the day time, all batteries of sensor 

nodes in the network are activated. In day time sensors are 

using energy directly from the sun and in the night they can 

use stored sun energy in their batteries. But in case of dense 

forest sun availability may not be proper or even impossible. 

Thus such energy supplies are not reliable. So at those 

places this mechanism will not work. 
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