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ABSTRACT 
This paper deals with a recognition system of character for 

handwritten Tifinagh Text. Here in this work a neural network 

(the multi-layer perceptron MLP) and Hidden Markov Models 

(HMM) are proposed for handwritten characters identification. 

The features of Tifinagh characters are abstracted by 

mathematical morphology. Acquisition, scanning, thinning and 

text segmentation are also done in preprocessing phase before 

the classification with MLP and HMM. This work has achieved 

approximately 80% of success rate for Tifinagh handwritten 

text identification. 

General Terms 

Hidden Markov Model HMM, Neural Network NN, Baum-

Welch algorithm. 
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1. INTRODUCTION 
The pattern of recognition system has become one of the major 

domain in which works more and more researchers. In this 

work the offline handwritten characters are identified with a 

recognition system based on the Artificial Neural Network 

(ANN) and Hidden Markov Model (HMM). Two learning 

approaches have been introduced, namely gradient descent 

algorithm for ANN and Baum–Welch algorithm for HMM. 

The neural network is a system of calculation widely used in 

the pattern recognition [1, 2, 3, 4 and 5]. There are a number of 

standard classification methods in use. The neural network 

methods are most widely known. It is then necessary to have a 

set of data representative of the problem studied (in our case 

these examples consist of several written characters by 

different people). Our project is to classify each character in a 

text encountered from a set of characters identifiable by the 

network. In this work, the system of recognition (Figure 1) is 

used and implemented on the handwritten Tifinagh characters 

base. It is composed of four phases: the first phase is the 

pretreatment, the second phase is the segmentation of 

characters, the third phase is the extraction of features, and the 

fourth phase is the classification. The classifiers used are neural 

networks (Multi Layers Perceptron MLP) and Hidden Markov 

Models (HMM). In the last model, we use a vector of 

extraction as a suite of observation and we seek to maximize 

the model with the best probability. The Baum-Welch 

algorithm is used for learning. This paper is organized in the 

following sections. Section 2 defines Tifinagh characters.  

 

Section 3 explains preprocessing phase. Section 4 is devoted to 

feature extraction and section 5 describes the suggested Multi 

layers perceptron. Section 6 defines the Hidden Markov 

Models and lastly in section 7 the results are explained then 

followed by conclusions.  

The pattern recognition system is illustrated in the following 

figure (see Figure 1). 

 

 

 

 

 

 

 

 

 

 

 

    Fig 1: System of recognition 

 

2. TIFINAGH CHARACTERS 
The Tifinagh character is the Amazigh alphabet of North 

Africa. The number of Tifinagh characters by the Moroccan 

Royal Institute of Culture Amazigh   (IRCAM) is 33 

characters:  

 Notable features 

 Type of writing system: alphabet. 

 Direction of writing: left to right in horizontal lines. 

 The characters are written in a way separated in the 

text (see Figure 2). 

 

Fig 2: Tifinagh with Amazigh Alphabet 

Image Acquisition 

Pretreatment 

Segmentation 

Extraction 

Classification 
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Fig 3: The Tifinagh Characters 

3. RECOGNITION 
The recognition text is intended to transform a written text in 

understandable representation by a machine and easily 

reproducible by a classifier. The words have an infinite number 

of representations that causing a problem, because each person 

produces their own written character. Our project is mainly 

interested on the recognition of handwritten characters. 

 

3.1 Character writing 
In pattern recognition system two modes of writing are used: 

static mode for previously written characters and dynamic 

mode for recognizing handwritten characters being written. In 

this project, we use the static mode. This mode uses the 

scanners. It analyzes the text line by line, offering the choice of 

different types of images binary, grayscale or color. For 

developing system to identifiy the character used in recognition 

the character pass by the classic steps of treatment, namely, the 

acquisition of the image, pretreatment, extraction, learning and 

classification. 

3.2 Acquisition of image 
After the image has been obtained, Acquisition method can be 

applied to the image to perform the tasks of treatment. Images 

acquisition begins with the writing of many examples on white 

paper, and with a scanner we get binary images in JPEG 

format. The obtained images have a size 64x24 with a marker 

and 24 x 24 with a pen.  

 

Fig 4: Example of images acquired by a scanner with a 

marker  

 

Fig 5: Example of images acquired by a scanner with a pen 

3.3 Pretreatment 
The pretreatment process is very important phase performed on 

information before the principal treatment in the recognition in 

order to improve their quality, or the extraction of information, 

the image of the character may undergo of any shortcomings. 

Should be corrected possibly these problems before the 

analysis step. The pretreatment techniques are schematically as 

follow: 

 

 

 

 

 

 

 

 

                      Fig 6: the pretreatment process 

3.4 Learning 
The learning processes are different and depending on 

characters form printed or written and following be it recognize 

one or more characters. In this step, we developed the system 

to learn the characters properties of the vocabulary used.  The 

choice of the reference character by hand is a function of the 

application. The number of samples can vary from a few to 

some ten units by characters. This type of learning is called 

supervised learning. 

 

4. SEGMENTATION OF CHARACTERS 
The segmentation is a separation procedure of characters; its 

task is to analyze the raw image supplied to the computer by 

the digitalization peripheral to locate characters it contains. The 

segmentation is divided into two phases: 

 The horizontal projection: 

 The vertical projection: 

 

4.1 The horizontal projection: 
The horizontal projection consists a counting the number of 

white pixels in each line, then we trace the number of pixels 

found in each line a function of numbers of the lines (see 

Figure 7). Finally, we must isolate the lines of text from one 

another.                     

 
                     Fig 7: The horizontal projection histogram. 
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Fig 8: Text before the segmentation 

 

 

 

 

Fig 9: Text after the segmentation 

4.2 The vertical projection: 
The vertical projection consists a counting the number of white 

pixels in each column, then we trace the number of pixels 

found in each column  a function of numbers of the columns 

(see Figure 10). After isolation of lines with the horizontal 

projection, we must separed the characters in each column. 

 
Fig 10: The vertical projection histogram. 

 

 
Fig 11: Text before the segmentation 

 

 
Fig 12: Text after the segmentation 

 

4.3 The Overlap of Characters 
Relatively frequent in practice, the overlap of two or more 

characters is a problem that is largely dependent on careful in 

writing. This phenomenon often due to writing too sloping or 

because of an alignment between the lines of written text. In 

this work Tifinagh characters does not pose a big problem that 

they are written in a way separate in a text , then the use of a 

threshold in the segmentation we are helping to find a good 

result. 

5. FEATURES EXTRACTION 
The feature extraction is based on mathematical morphology 

[6, 7 and 8]. The characteristic zones can be detected by the 

intersections of dilations found to the East, West, North and 

South. We define for each image five types of characteristic 

zones: East, West, North, South, and Central zone. 

5.1 Dilatation of image: 
The dilatation is based on the intersection between the object of 

the image A (white pixels) with a structuring element B. It is 

defined by the following formula. 

       Dilatation (A, B) ={x є Image / Bx ∩A ≠Ø} 

Where A is the object of the image (the white pixels), B the 

structuring element which is a particular set of Center x, known 

size and geometry (in this work is a right half). Example of the 

dilatation of Tifinagh character to the East 

 
Fig 13:    (a) :  Image of character 

              (b) :  Dilation of character to the West 
              (c) :  Dilation of character to the East 

                 (d) :  Dilation of character to the South 
                (e) :  Dilation of character to the North 

             

5.2 Detection of the characteristic zones of 

the image  
The characteristic zones can be detected by the intersections of 

dilations found to the East, West, North and South. We define 

for each image five types of characteristic zones: East, West, 

North, South, and Central zone. 

5.1.1 Extraction of West characteristic zone: 
A point of the image (Figure 14-a) belongs to the West 

characteristic zone (Figure 14-b) if and only if: 

- This point does not belong to the object (the white pixels in 

image). 

- From this point, moving in a straight line to the West, we do 

not cross the object. 

 - From this point, moving in a straight line to the South, North 

and East we crosses the object. The result of the extraction is 

illustrated in (Figure 14-b). 

5.1.2 Extraction of East characteristic zone: 
A point of the image (Figure 14-a) belongs to the East 

characteristic zone (Figure 14-c) if and only if: 

- This point does not belong to the object (the white pixels in 

image). 

- From this point, moving in a straight line to the East, we do 

not cross the object. 

- From this point, moving in a straight line to the South, North 

and West we crosses the object. The result of the extraction is 

illustrated in (Figure 14-c). 
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5.1.3 Extraction of South characteristic zone:  
A point of the image (Figure 14-a) belongs to the South 

characteristic zone (Figure 14-d) if and only if: 

   - This point does not belong to the object (the white pixels in 

image). 

   - From this point, moving in a straight line to the South, we 

do not cross the object. 

   - From this point, moving in a straight line to the North, East 

and West we crosses the object. The result of the extraction is 

illustrated in (Figure 14-d).                             

5.1.4 Extraction of North characteristic zone:  
A point of the image (Figure 14-a) belongs to the North 

characteristic zone (Figure 14-e) if and only if: 

      - This point does not belong to the object (the white pixels 

in image). 

      - From this point, moving in a straight line to the North, we 

do not cross the object. 

      - From this point, moving in a straight line to the East, 

West and South we crosses the object. The result of the 

extraction is illustrated in (Figure 14-e).                   

5.1.5 Extraction of Central characteristic zone: 
 A point of the image (Figure 14-a) belongs to the Central 

characteristic zone if and only if:  

- This point does not belong to the limit of the object. 

- From this point, moving in a straight line to the South, North, 

East and West we cross the object. The result of the extraction 

is illustrated in the (Figure 14-f). 

                           

        
     Fig 14:  (a) : Image of character 

                            (b) : West characteristic zone 

                                    (c) : East East characteristic zone 

                             (d) : South characteristic zone 

                              (e) : North characteristic zone 

                                 (f) : Central characteristic zone 

 

 But the problem in central zone, this three different characters 

(see Figure 15) they have the same central zone (see Figure 

16). 

       
Fig 15: Images of characters 

 

       
Fig 16: Central characteristic zone for each Image 

 

 

  To remedy this problem, we changed the central area of the 

three characters to get the following form (see Figure 17): 

        
Fig 17: Central characteristic zone for each Image 

 

Each character is characterized by these five components: 

NZW, NZE, NZN, NZS and NZC. 

With: NZW, NZE, NZN, NZS, NZC: The number of pixels of 

value 1 respectively in the characteristic areas West, East, 

North, South and Central. So the extraction vector is defined as 

follows: 

Vext = [ZW, ZE, ZN, ZS, ZC] 

Each component is defined as follows: 

                      ZW    =   NZW / (Npixels). 

                      ZE     =   NZE / (Npixels). 

                      ZN     =   NZN / (Npixels). 

                      ZS      =   NZS / (Npixels). 

                      ZC     =   NZC / (Npixels). 

 Npixels is number of pixels in the processed image. 

6. NEURAL NETWORK 

ARCHITECTURE (Multi layer 

perceptron MLP) 
The neural networks [9, 10, 11 and 12]  based on properties of 

the brain to build systems of calculation best able to resolve the 

type of problems as human beings live know resolve. They 

have several models. One of these models is the perceptron. In 

the classification phase we used the MLP [13 and 14], we 

proceed as follows: The number of neurons used in the network 

is: 

 Five neurons in the input layer (the number five 

corresponds to the values found in the vector of 

extraction). 

 Thirty neurons in the output layer (the number thirty 

corresponds to the numbers of characters using in 

recognition). 

 The number of neurons in the hidden layer is chosen after 

its three conditions: 

- Equal the number of neurons in the input layer. 

- Equal 75% of number of neurons in the input layer. 

- Equal the square root of the product of two layers of exit and 

entry. 

We followed these three conditions; we varied the number of 

neurons in layer hidden between four and nine neurons. The 

method used for learning is gradient back-propagation 

algorithm [15 and 16]. 
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Table 1. Details of the neural networks 
 

Layers Neurons 

Input 5 

Hidden 9 

Output 30 

Constant of learning 
 α = 0.9 

Squared error 

E =  

t: the theoretical output. 

o: the desired output. 
Activation function 

F(x)=  

 

7. HIDDEN MARKOV MODELS 
Hidden Markov models (HMMs), is a statistical model in 

which the system being modeled is assumed to be a Markov 

process with unknown parameters. Hidden Markov models are 

widely used especially in pattern recognition [17, 18 and 19], 

artificial intelligence or automatic natural language processing. 

This HMM model can be defined as:                                

λ = (π, A, B) 

Where π is initial state probability vector, A is a final state 

transition probability matrix and B is a final observation 

probability matrix. In this paper we use a closed left to right 

chain HMM for handwritten English characters recognition. A 

sketch of 5 states HMM is shown in Fig.18. 

 

Fig 18: Left to Right Chain HMM Model with 5 States. 

 

 

7.1 Training of HMM Model 
We have used Baum-Welch algorithm [20 and 21],                                              

to train the HMM using observation sequence obtained from 

the feature vectors. At the end of training process we obtain the 

final value of A and B which is used for recognition purpose. 

 

 

 

 

 

 

 

 

 

7.2 Recognition:  
Knowing the class to which belongs the character, it is 

compared to models λk, k = 1,…, L of its class. The selected 

model will be the one to provide the best probability 

corresponding to the evaluation of its suite of primitive i.e.:     

max (P(O/ λk)) 

With,  

O: The suite of observation in this work is the vector of 

extraction. 

λk: Is the Markov model consisting of the transition matrix A, 

the observation matrix B and boot matrix Πi. 

8. EXPERIMENTAL RESULTS 
After feature extraction of the processed image, we identify the 

result by the neural network and hidden Markov model. The 

values of the feature vectors obtained from the extraction 

phase: 

  Is introduced to the input of the neural network and the 

network is forced to converge to a specific end-state 

(supervised learning). Each character is characterized by a 

vector of extraction of five components. For training the 

network (the multilayer perceptron MLP) a validation 

base (2400 characters) is used to confirm the results 

(22000 characters in test base) and to provide the final rate 

of recognition.  

 With hidden Markov model, we considering the values of 

the characteristic vectors obtained in recognition of the 

characters as a sequence of observations, it initializes the 

model and is sought with the Baum-Welch algorithm to 

find the best probability that maximizes the parameters of 

the model (A, B, Πi). The experimental results are 

illustrated in the following Table (see Table 1 and 2). 

Table 2. The recognition rate for NN 

 

                    Table 3.The recognition rate for HMM 

 

 

 

 

 

 

 

 

Type of Base Pen Maker 

Base of Validation 83% 85% 

Base of Test 73.28% 74.39% 

Numbers of 

validation images 

1200 images 1200 Images 

Numbers of Test 

images 

11000 images 11000 Images 

Type of Base Pen Maker 

Base of Validation 77.50% 77.73% 

Base of Test 71.38% 71.14% 

Numbers of 

validation images 

1200 images 1200 Images 

Numbers of Test 

images 

11000 images 11000 Images 
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Table 4. Experimental results with a marker for each character 

 

Table 5. Experimental results with a pen for each character 

Characters 
   

 

 

 
 

    

HMM 

(%) 

67.57 86.40 42.74 28.48 84.00 95.85 42.97 87.93 41.71 79.40 

NN 

(%) 

62.38 82.28 79.06 70.16 76.00 77.51 75.63 73.72 74.21 77.00 

 

Characters 
          

 

HMM 

(%) 

91.43 64.84 72.69 79.29 66.04 88.79 42.30 79.53 77.59 57.40 

 

NN 

(%) 

80.13 65.34 85.79 74.62 80.21 74.62 71.02 73.51 82.15 65.00 

 

 

Characters   
    

   
 

 

HMM 

(%) 

92.46 41.21 74.24 95.68 67.52 87.51 72.81 74.20 91.59 59.22 

 

NN 

(%) 

70.00 72.53 70.93 70.00 80.60 73.68 64.44 70.00 85.94 73.24 

Characters       
    

HMM 

(%) 

81.91 70.56 58.60 64.38 74.69 82.84 56.94 67.86 55.91 81.78 

NN 

(%) 

70.33 70.59 73.33 70.95 73.06 70.00 76.00 79.00 69.43 72.19 

 

Characters 
     

  
   

 

HMM 

(%) 

68.78 57.92 78.00 72.83 76.85 79.45 52.45 71.87 78.48 57.76 

 

NN 

(%) 

72.10 61.47 84.23 67.34 71.00 70.38 79.00 77.00 71.74 71.00 

 

 

  Characters 
    

  
 

   

 

HMM 

(%) 

68.37 54.80 61.60 79.17    69.36 87.06 80.00 71.60 96.10 83.55 

 

NN 

(%) 

73.25 74.72 74.08 73.19 78.56 70.82 69.44 74.14 82.39 77.96 
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9. CONCLUSION 
In this work a neural networks and hidden Markov models are 

proposed for the classification of Handwritten Tifinagh Text. 

Different techniques are used in the preprocessing phase 

before implementing identification. The segmentation phase 

does not pose a big problem because the characters are 

separated in the text but until now there is not a standard base 

of handwritten Tifinagh characters which facilitates the work. 

Experimental results have shown that the NN yield better 

recognition accuracy compared to HMM. But the learning 

with NN takes some time as the HMM. This model offers a 

satisfactory success rate but it is subject to further 

improvement.  
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