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ABSTRACT 
A WSN is composed of a few hundreds to thousands of 

spatially distributed autonomous sensor nodes. This 

large-scale deployment of wireless sensor networks 

(WSNs) and the need for data aggregation necessitate 

efficient organization of the network topology for the 

purpose of balancing the load and prolonging the 

network lifetime. One of the prior issues in WSNs is how 

to save the energy consumption for prolonging the 

network lifetime. Clustering has proven to be an effective 

approach for organizing the network into a connected 

hierarchy. The communication or message passing 

process must be designed to conserve the limited energy 

resources of the sensors. Sensors are clustered into 

groups, so that sensors from a cluster communicate 

information only to cluster heads and then the cluster 

heads communicate the aggregated information to the 

processing centre which may save energy. For this 

purpose, many intelligent innovative techniques are 

required to improve the energy efficiency and lifetime of 

the network. In this paper, a new Cluster head Induced 

Affinity based Clustering (CIAC) algorithm has been 

proposed that can organize the sensors in a wireless 

sensor network into clusters through randomized 

selection of cluster heads and based on the affinity factor 

of each sensor node induced by the selected cluster head 

different clusters are formed. The performance of the 

proposed system is evaluated in terms of energy 

efficiency and reliability.   
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1. INTRODUCTION 
A wireless sensor network (WSN) consists of  largely 

deployed sensor nodes having limited battery power. 

Sensor nodes of WSN have the capability of self 

organizing the network [1]. The transmission between the  

sensor nodes are done through wireless medium. Unique 

characteristics of a WSN include limited battery power 

that they are operated with, ability to work in harsh 

environment, ability to cope with node failure, dynamic 

network topology and large scale of deployment. Recent 

years have noticed an increasing interest in using 

wireless sensor networks (WSNs) in many applications, 

including environmental monitoring and military field  

 

surveillance. In these applications, tiny sensors are 

deployed and left unattended to continuously report 

parameters such as temperature pressure, humidity, light, 

and chemical activity [2, 3, 4]. Data transmitted by these 

sensors are collected by the base stations. The dense 

deployment and unattended nature of WSNs make it 

quite difficult to recharge node batteries. Therefore, 

energy preservation is a major design goal in these 

networks. In this case, sensors in different regions of the 

field can collaborate to aggregate their data and provide 

more accurate message about their responsible regions 

[5,6,7]. For example, in a habitat monitoring application, 

the average reported humidity values may be sufficient 

for the base station. In military fields where chemical 

activity or radiation is measured, the maximum value 

may be required to alert the troops. In addition to 

improving the fidelity of the reported measurements, data 

aggregation reduces the communication overhead in the 

network, leading to significant energy savings [8, 9]. In 

order to support data aggregation through efficient 

network organizations, nodes can be partitioned into a 

number of small groups called clusters [10, 11]. Each 

cluster has a coordinator, referred to as a cluster head, 

and a number of sensor member nodes. The cluster head 

is responsible for the organization of the cluster, data 

collection and aggregation within the cluster, as well as 

transmission of the aggregated data to the base station 

[12, 13]. Role of Cluster Heads can be rotated to balance 

the energy utilization by sharing the work load among 

the  sensor nodes. Although formation and maintenance 

of clusters introduce additional cost but still cluster-based 

networks have taken much attention of the researchers 

due to their better performance [14, 15]. Being a popular 

clustering protocol, Low Energy Adaptive Clustering 

Hierarchy (LEACH), has attracted intensive attention of 

the researchers and has become a well studied and 

popularly referred baseline. A lot of research work has 

been carried out to further improve the performance of 

LEACH protocol  [16]. 

In this work we have proposed an algorithm in which 

some head nodes are selected (based on the initial 

number of clusters) from random position over the 

deployed area. The other sensor nodes join with 

appropriate head nodes form the initially selected set of 

cluster heads depending on their distance from the cluster 

heads and remaining energy of the cluster head which is 

termed as affinity factor towards the selected cluster 

head. The concept of determining the affinity value of a 

node is described in details in Section 3. In this proposed 

approach set of clusters are formed so that complete 
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network coverage can be achieved and with minimum 

amount of delay data can be transferred from sensor node 

to the base station via the cluster head. After the 

formation of cluster, the member nodes send their data to 

their respective head node, which in turn transmits it to 

the base station. Once one or more cluster heads become 

exhausted then alternate head node is selected from the 

same set of member node of that cluster. Then carry out 

the transmission without altering the structure of 

predefined clusters that is induced by defined cluster 

head. Here the  frequent re-clustering and corresponding 

overhead can be avoided on the total application area. 

Rest of the paper is organized as follows. Section 2 

describes the related work. In section 3 we present our 

proposed clustering approach Section 4 contains the 

experimental result and Section 5 offers the conclusion 

of this work. 

2. RELATED WORK 
Many research projects in the last few years have 

explored clustering in WSN from different perspectives 

[17]. LEACH is the first clustering algorithm that was 

proposed for reducing power consumption. In LEACH, 

the clustering task is rotated among the nodes, based on 

duration. The operation of LEACH is divided into 

rounds, where each round begins with a setup phase for 

cluster formation, followed by a steady state phase, when 

data transfer to the sink node occur [16, 18]. In LEACH, 

a sensor node is elected as the cluster head according to a 

distributed probabilistic approach. Non cluster nodes 

decide which cluster to join based on the signal strength. 

This approach insures lower message overhead, but 

cannot guarantee that cluster heads are distributed over 

the entire network uniformly and the entire network is 

partitioned into clusters of similar size, and the load 

imbalance over the cluster heads can result in the 

reduction of network lifetime. LEACH assumes that all 

nodes have the same amount of energy capacity in each 

election round which is based on the assumption that 

being a cluster head results in same energy consumption 

for every node. Such an assumption is impractical in 

most application scenarios. LEACH requires source 

nodes to send data directly to cluster heads. However, if 

the cluster head is far away from the source nodes, they 

might expend excessive energy in communication. 

Furthermore, LEACH requires cluster heads to send their 

aggregated data to the sink over a single-hop link. 

However, single-hop transmission may be quite 

expensive when the sink is far away from the cluster 

heads. LEACH also makes an assumption that all sensors 

have enough power to reach the sink if needed which 

might be infeasible for energy constrained sensor nodes. 

HEED extends the basic scheme of LEACH by using 

residual energy and node degree or density as a metric 

for cluster selection to achieve power balancing [19, 20]. 

It operates in multi-hop networks, using an adaptive 

transmission power in the inter-clustering 

communication. Both schemes are fully distributed, 

terminate in constant number of iterations and incur low 

message overhead. These methods are suitable for 

prolonging the network lifetime rather than for the entire 

needs of WSN. In the Linked Cluster Algorithm, a node 

becomes the cluster head if it has the highest identity 

among all nodes within one hop of itself or among all 

nodes within one hop of one of its neighbours [6]. This 

algorithm was improved by the LCA2 algorithm , which 

generates a smaller number of clusters. The LCA2 

algorithm elects as a cluster head the node with the 

lowest id among all nodes that are neither a cluster head 

nor are within 1-hop of the already chosen cluster heads. 

The algorithm proposed in [6], chooses the node with 

highest degree among its 1-hop neighbours as a cluster 

head. All of the algorithms which generate 1-hop 

clusters, require synchronized clocks and have a 

complexity of O(n) .This makes them suitable only for 

networks with a small number of nodes. The Max-Min d-

cluster Algorithm proposed in generates d-hop clusters 

with a run-time of O(d) rounds. This algorithm achieves 

better load balancing among the cluster heads, generates 

fewer clusters than the LCA and LCA2 algorithms and 

does not need clock synchronization. In CEFL (Cluster-

head Election Using Fuzzy Logic) algorithm, fuzzy logic 

method is adopted to select the cluster head [21, 22, 23]. 

Most of these clustering methods rely on 

synchronization. PEGASIS still requires dynamic 

topology adjustment since a sensor node needs to know 

about the energy status of its neighbours in order to know 

where to route its data [24]. Such topology adjustment 

can introduce significant overhead, especially for highly 

utilized networks. Moreover, PEGASIS assumes that 

each sensor node is able to communicate with the base 

station directly. In practical cases, sensor nodes use 

multihop communication to reach the BS. Also, 

PEGASIS assumes that all nodes maintain a complete 

database of the location of all other nodes in the network. 

In addition, PEGASIS assumes that all sensor nodes have 

the same level of energy and are likely to die at the same 

time. Note also that PEGASIS introduces an excessive 

delay for distant nodes on the chain. In addition, the 

single leader can become a bottleneck. Finally, although 

in most scenarios sensors will be fixed or immobile as 

assumed in PEGASIS, some sensors may be allowed to 

move and hence affect the protocol functionality. In 

game playing approach of cluster-head selection for 

wireless sensor networks, the payoff matrix plays a vital 

role in the Game playing approach to select the cluster 

heads in the network clusters and one can change the 

final game result only by changing the payoff matrix 

[25]. In [26] the author has proposed an election 

algorithm to select the CHs in a democratic fashion by 

the nodes in the network. In the proposed democratic 

election procedure each node will have the right to vote 

to select a leader within its cluster using a voting 

procedure and after that the elected node becomes the 

cluster head of that cluster. In [27] the author has present 

a new approach of cluster head selection strategy 

embedded with the traditional Fuzzy c-means algorithm 

with minimum distance and maximum residual energy 

criteria satisfied. Fuzzy C-means is a method of 

clustering which algorithm allows one piece of sensor 

node to belong to two or more clusters. With fuzzy C-

means, the centroid of a cluster is computed as being the 

mean of all sensor points, weighted by their degree of 

belonging to the cluster. The degree of being in a certain 

cluster is related to the inverse of the distance to the 

cluster. By iteratively updating the cluster centres and the 

membership grades for each sensor node is updated. The 

fuzzy c-means algorithm iteratively moves the cluster 

centres to the right location within a set of nodes. 

3. PROPOSED WORK 
In most of the approaches that are considered in literature 

the number of clusters was fixed. The cluster heads were 

selected based on some selection criteria. In the proposed 
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work, an algorithm has been designed in which some 

head nodes are selected randomly over the deployed area. 

The other sensor nodes join with appropriate head node 

form the initially selected set of cluster heads depending 

on their affinity factor which is defined by the ratio of  

the residual energy and the minimum distance from that 

node to the base station via selected head node as shown 

in Figure 1. In this approach a set of selected cluster 

heads induce a set of clusters so that complete network 

coverage can be achieved and with minimum amount of 

delay data can be transferred from sensor node to the 

base station via the cluster head. After the formation of 

clusters, the member nodes send their data to their 

respective head node, which in turn transmits it to the 

base station. Once one or more cluster heads become 

exhausted then an alternative member node can take the 

responsibility of that cluster depending on their 

cumulative affinity value over all nodes on that cluster 

and the remaining energy of that node to avoid the re-

clustering on the entire application area unnecessarily, 

which may lead to a very cost effective approach. Here 

Figure 2 represent the snapshot of the simulation carried 

out. 

  CH1 CH2 CH3 CH4 CH5 … CHk 

N1 aff(1,1) aff(1,2) aff(1,3) aff(1,4) aff(1,5) … aff(1,k) 

N2 aff(2,1) aff(2,2) aff(2,3) aff(2,4) aff(2,5) … aff(2,k) 

N3 aff(3,1) aff(3,2) aff(3,3) aff(3,4) aff(3,5) … aff(3,k) 

N4 aff(4,1) aff(4,2) aff(4,3) aff(4,4) aff(4,5) … aff(4,k) 

N5 aff(5,1) aff(5,2) aff(5,3) aff(5,4) aff(5,5) … aff(5,k) 

.. … … … … … … … 

Nn aff(n,1) aff(n,2) aff(n,3) aff(n,4) aff(n,5) … aff(n,k) 

Fig 1. An Affinity Matrix with n nodes and k cluster 

heads. 

 

 
 
Fig 2. Snapshot of the simulation with number of sensor 

nodes, base station and cluster heads.  

                        Base Station 

                        Cluster Head 

                         Sensor member node  

The proposed CIAC algorithm is described as follows: 

 

3.1 CIAC Algorithm for Cluster 

formation  and Cluster Head rotation. 
Step 1: Initialize residual energy of each node and fix the 

position of the nodes. Repeat steps 2 through 7 until 

battery power of the nodes in the network get exhausted. 

 

Step 2: Randomly select k number of cluster heads C1  

,C2, C3,. . .Ck from n(n>>k) number of nodes over an 

application area. 

 

Step 3: In order to maintain the uniformity of formed 

clusters in terms load balancing in the network, Affinity 

matrix is computed based on the residual energy of each 

node and sum of the distance from any of the member 

node to the cluster head node and from the cluster head 

node to the base station. Each entry of the affinity matrix 

can be calculated by the 

 

𝐴𝑓𝑓𝑖𝑛𝑖𝑡𝑦   𝑓𝑎𝑐𝑡𝑜𝑟(𝑎𝑓𝑓(𝑥, 𝑐𝑖)) =
𝑅(𝑥)

𝑑(𝑥 ,𝑐𝑖)+𝑑(𝑐𝑖 ,𝐵𝑆)
          (1) 

 

where R(x) is the Residual energy of member node x, ci 

is the ith cluster Head node, d(x,ci) is the distance 

between member node and corresponding head node and 

d(ci,BS) is the distance between head node and base 

station. Here 1≤ i ≤ k . 

 

Step 4: From this affinity matrix find the (j, i) position 

where the position defines the maximum affinity value of 

the respective cluster head where a jth non head node is 

associated with ith cluster head. Here 1≤ j ≤ n−k and 1≤ i 

≤ k. From the result of affinity matrix, different clusters 

are formed. Then calculate summation of the matrix Si 

for k number of cluster head 

 

         k       n-k 

𝑆𝑖 = ∑      ∑     
𝑅(𝑥𝑗 )

𝑑(𝑥𝑗 ,𝑐𝑖)+𝑑(𝑐𝑖 ,𝐵𝑆)
                                      (2) 

         i=1    j=1  

where sum of values of all the column is equivalent to 

sum of values of all the rows. Compute a table for each 

of the cluster consisting of the following information 

cluster id, node id, coordinate position and residual 

energy. 

 

Step  5: Allow data transmission for Δt  time. 

 

Step 6: Consult the table information of each cluster in 

terms of residual energy to ascertain the change of head 

node within a cluster (if needed) without affecting the 

cluster topology itself. 

 

Step 6.1: For alternative head selection if the table 

information gives another node having higher energy 

after Δt time data transmission then if the total affinity 

value (cumulative over all nodes within that cluster) is 

less than that of the previously defined head’s cumulative 

affinity and at that time previously head has energy 

(greater than the threshold) then allow the previously 

defined head to continue the responsibility of Cluster 

head . 

Else 

If the total affinity value is not greater than the 

predefined head’s total affinity but the energy is less than 

the threshold of this predefined head then select the new 

one considering new affinity value. 

Step 7: Carry out performance analysis altering the value 

of Δt time until the clusters become exhausted. 

Step 8: stop. 

 

 

4. EXPERIMENTAL RESULT 
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In the proposed work, the experiment has been carried 

over with 100 sensor nodes deployed randomly over a 

simulation area. The head nodes are selected arbitrarily 

from the deployed sensor nodes. The other sensor nodes 

are joined with the appropriate head nodes depending on 

their affinity factor which is determined by the ratio of 

the residual energy and the minimum distance from that 

node to the base station through the respective head 

nodes. The inter-cluster communication will happen only 

through cluster heads of the respective clusters. The base 

station is positioned at (150,150). A node is considered to 

be a dead node if its energy level is zero and the 

threshold is defined as 10% of its initial energy of the 

respective nodes. The performance of  LEACH algorithm 

is  compared with the proposed algorithm in terms of 

communication overhead, the number of communication 

rounds, total amount of energy dissipated in the system 

over time and the number of dead nodes in the system 

over time using simulator based on JAVA. For a node in 

the sensing state, packets are generated at a constant rate 

of 1packet/sec. Considering the fact that once the sensors 

are deployed in the system they are fixed and mobility is 

restrained. The Euclidian distance is calculated between 

the sensors within a cluster. The system is free of 

contention and error considered here and hence the 

sensors need not retransmit data. To compute energy 

consumption for each transmission sending and 

receiving, the radio energy dissipation model is used. The 

energy used to transmit q bits of data at a distance d for 

each sensor node is 

 

𝐸𝑇𝑋(𝑞,𝑑) = 𝑞𝐸𝐸𝑙𝑒𝑐 + 𝑞 ∈ 𝑓𝑠𝑑2                                    (3) 

 

The energy used to receive data for each node is 

𝐸𝑅𝑥(𝑞) = 𝑞𝐸𝐸𝑙𝑒𝑐,   where EElec is electronic energy 

and ϵfsd2 is power loss of free space. In these 

experiments, each node begins with an initial energy of 

0.5 joule and unlimited amount of data can be sent to the 

Base station via cluster head. In the following table, the 

parameters for experiments are summarized below . 

 

                     Experiment Setup 

Parameters Value 

Network Size 300X300 

Number of sensors 100 

Base station location (150,150) 

Packet generating rate 1 packet/sec 

EElec 50 nj/bits 

ϵfs 10 nj/bits/m2 

Initial energy 0.5 jules 

Data packet size(nodes to 

cluster head) 

550 bytes 

Data packet size(head to 

base station) 

600 bytes 

 

Table 1. Simulation Parameters  

In these experiments, each node is assigned with an 

initial energy of 0.5 joule and unlimited amount of data 

can be sent to the Base station via cluster head. In figure 

3 the experiment has been carried out to justify the 

changes of cluster heads with time. At first the time 

interval Δt has been taken very small and the changes of 

cluster heads are observed at equal time interval Δt. It 

can be observed that at the beginning of the process the 

number of cluster head rotation was very small. As the 

time grows due to energy dissipation of the nodes, 

specially cluster head it is required to change the cluster 

heads more frequently. The same experiment has been 

carried out considering variable time interval Δt and 

figure 4 shows the experimental result, which is more or 

less similar to figure 3. In figure 5 the experiment has 

been carried out to find out the number of dead nodes 

with time, which shows the efficiency of the proposed 

algorithm in comparison to existing LEACH and Fuzzy 

C-means algorithm in terms of the usage of the node 

energy in an efficient way. Figure 5 clearly shows that 

the proposed algorithm is better than the existing 

LEACH and fuzzy C-means algorithm as it uses the 

network energy in an efficient manner. The cluster heads 

are not going to be rotated in each round in contrast with 

existing LEACH algorithm rather the cluster heads are 

going to change as and when required in the proposed 

algorithm. With Fuzzy C-means, the centroid of a cluster 

is computed as being the mean of all sensor points, 

weighted by their degree of belonging to the cluster. The 

degree of being in a certain cluster is related to the 

inverse of the distance to the cluster. By iteratively 

updating the cluster centres and the membership grades 

for each sensor node is updated. The Fuzzy C-means 

algorithm iteratively moves the cluster centres to the 

right location within a set of nodes. In the proposed 

algorithm as the respective cluster heads need not 

necessarily be the centroid nodes therefore it uses the 

network energy in an efficient way. Figure 6 also justifies 

the claim as number of alive nodes is more in the case of 

the proposed algorithm in contrast to existing LEACH 

and Fuzzy C-means algorithm. Hence the proposed 

algorithm is more energy efficient and can increase the 

network lifetime in the case of Wireless Sensor Network. 

 

 

Fig 3. changes of cluster heads with time Δt (fixed  

interval) 

 

 
 

Fig 4. changes of cluster heads with time Δt (variable 

interval) 
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Fig 5. Graph showing Number  of dead nodes with 

time 

 

Fig 6. Graph showing Number of alive nodes with 

time 

5. Conclusion 
In this paper an alternative method for clustering the 

network is developed by the random selection of cluster 

head in first step. Then the selected cluster head induces 

the other member nodes by the affinity factor where the 

nodes are distributed over the projected domain and form 

the clusters. The basis of this method is the intelligent 

formation of clusters in the network in an balanced way 

to enhance the network lifetime. This approach is better 

than the existing LEACH and Fuzzy C-means algorithm 

in terms of network lifetime. The cluster head rotation is 

one of the main concerns in this context. The alternate 

cluster head selection when required can be dynamically 

adjusted. The new affinity factor is calculated which in 

turn affect the cluster head selection process. Here it has 

been assumed that all the nodes are fixed at location and 

not mobile. We have also assumed that the number of 

clusters is fixed, nodes are identical and have the same 

initial energy. But in many applications these 

assumptions may not be realistic. As in our algorithm 

cluster heads do not change in each round it can preserve 

the maximum network coverage. In our approach we 

have considered the residual energy of a node in the 

calculation of affinity value of a node that leads to 

increase of network life time. 
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