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ABSTRACT 

Video compression is considered of high importance 

especially for mobile devices such as laptops and cellular 

devices. Thus the need for adapting video signal over these 

device arises mainly to save bandwidth and reduce time. In 

this paper a new method is proposed of adapting video signal 

over cellular mobile devices by combining an adaptive 

method and a compression method (JPEG).  JPEG is a 

standardized image compression mechanism, but in this paper 

used a different huffman coding for our compression method 

instead. The compression algorithm is modified to incorporate 

compression 24 color image as well as 8 bit gray scale image. 

DCT is used for transform coding. Run-length and Huffman 

coding are used for achieving compression. Using this 

approach the 24 bit color image is compressed. 

General Terms 

Video over mobile, lossless and lossy compression, video 

adapting 

Keywords 

Adapting of video, video over mobile, JPEG Algorithm, video 

compression. 

1. INTRODUCTION 
The huge usage of digital multimedia via communications, 

wireless communications, Internet, Intranet and cellular 

mobile leads to incurable growth of data flow through these 

Media. The researchers go deep in developing efficient 

techniques in these fields such as compression of data, image 

and video. Recently,  video compression techniques and their 

applications in many areas (educational, agriculture, medical 

…) cause this field to be one of the most interested fields [1]. 

digital video techniques have been used for a number of years, 

for example in the (TV) broadcasting industry and video  

mobile conference . However, until recently a number of 

factors have prevented the wide spread use of digital video. 

An analog video signal typically occupies a bandwidth of a 

few mega hertz. However, when it is converted into digital 

form, at an equivalent quality, the digital version typically has 

a bit rate well over 100 Mbps. This bit rate is too high for 

most networks or processors to handle. Therefore, the digital 

video information has to be compressed before it can be 

stored or transmitted. Over the last couple of decades, digital 

video compression techniques have been constantly 

improving. Many international standards that specialize in 

different digital video applications have been developed or are 

being developed. At the same time, processor technology has 

improved dramatically in recent years. The availability of 

cheap, high-performance processors together with the 

development of international standards for video compression 

has enabled a wide range of video communications 

applications[2]. All video coding standards make use of the 

redundancy inherent within digital video information in order 

to substantially reduce its bit rate. A still image, or a single 

frame within a video sequence, contains a significant amount 

of spatial redundancy. To eliminate some of this redundancy, 

the image is first transformed. The transform domain provides 

a more succinct way of representing the visual information. 

Furthermore, the human visual system is less sensitive to 

certain components of the transformed information. For this 

reason, these components can be eliminated without seriously 

reducing the visual quality of the decoded image. The 

remaining information can then be efficiently encoded using 

entropy encoding (for example, variable length coding such as 

Run-Length coding) [3].  

2. LITERATURE REVIEW  
Many papers and researches are published related to this 

subject as below:  

XueBai et al. introduced a new color model, Dynamic Color 

Flow, which incorporates motion  estimation into color 

modeling in a probabilistic framework, and adaptively 

changes model parameters to match the local properties of the 

motion. The proposed model accurately and reliable describes 

changes in the science's appearance caused by motion across 

frames [4]. 

EugeniyBelyaev et al. proposed a new spatial scalable and 

low complexity video compression algorithm based on 

multiplication free three dimensional discrete pseudo cosine 

transform. This paper shows an efficient results compared 

with H.264/SVC as well as it can be used for robust video 

transmission over wireless channels [5].  

EvgencyKaminsky et al., proposed an effective DCT-domain 

video encoder architecture that decreases the computational 

complexity of conventional hybrid video encoders by 

reducing the number of transform operations between the 

pixel and DCT domain. The proposed system is based on the 

conventional hybrid coder and on a set of fast integer 

composition DCT transform. The proposed architecture may 

be used for the future Internet and 4G applications [6]. 

Cong Dao Han et al., implemented a novel search algorithm 

which utilizes an adaptive hexagon  and small diamond search 

to enhance search speed. Simulation results showed that the 

proposed  approach can speed up the search process with little 

effect on distortion performance compared  with other 

adaptive approaches [7]. 

V. Vijayalakshmi et al., proposed a new video encryption 

scheme for sensitive applications. The objective of the 

proposed system is to analyze a secure and computational 

feasible video  encryption algorithm for MPEG video to 

improve the security of existing algorithm by combining  

encryption in Intra and Inter frames and to test the algorithm 

against the common attacks [8]. 

Mohamed Haj Taieb et al., introduced a novel distributed 

video coding scheme with adaptive  puncturing that sends 

more parity bits when it is not the case. This scheme is based 

on the argument that redirecting the party bits where they are 
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the most effective, will improve the compression results. 

Simulation results demonstrate that lower bit rates are 

achieved [9]. 

3. MPEG TYPES  
MPEG is an asymmetrical system. It takes longer to  

compress the video than it does to  decompress it in the DVD 

player, PC, set-top box or digital TV set. There are many 

types of  MPEG such as [10, 11].  

 

3.1 MPEG-1 

Although MPEG-1 supports higher resolutions, it is typically 

coded at 352x240 x 30fps (NTSC) or 352x288 x 25fps 

(PAL/SECAM). Full 704x576 and 704x480 frames (BT.601) 

were scaled  down for encoding and scaled up for playback 

[16].  MPEG-1 uses the YCbCr color space with  4:2:0 

sampling, but did not provide a standard way of handling 

interlaced video. Data rates were limited to 1.5 Mbps, but 

often exceeded[12].  

 

3.2 MPEG-2 

MPEG-2 provides broadcast quality video with resolutions up 

to 1920x1080. It supports a variety of audio/video formats, 

including legacy TV, HDTV and five channel surround sound. 

MPEG-2 uses the YCbCr color space with 4:2:0, 4:2:2 and 

4:4:4 sampling and supports interlaced video.data rates are 

from 1.5 to 60 Mbps [12].  

 

3.3  MPEG-4 

MPEG-4 is an extremely comprehensive system for 

multimedia representation and distribution. Based on a 

variation of Apple's QuickTime file format, MPEG-4 offers a 

variety of compression options, including low-bandwidth 

formats for transmitting to wireless devices as well as high-

bandwidth for studio processing. A major feature of MPEG-4 

is its ability to identify and deal with separate audio and video 

objects in the frame, which allows separate elements to be 

compressed more efficiently and dealt  with independently. 

User-controlled interactive sequences that include audio, 

video, text, 2D and 3D objects and animations are all part of 

the MPEG-4 framework[12]. 

 

3.4  MPEG-7  

MPEG-7 is about describing multimedia objects and has 

nothing to do with compression. It provides a library of core 

description tools and an XML-based Description Definition 

Language (DDL) for extending the library with additional 

multimedia objects. Color, texture, shape and  motion are 

examples of characteristics defined by MPEG-7[12]. 

 

3.5  MPEG-21  
MPEG-21 provides a comprehensive framework for storing, 

searching, accessing and protecting the copyrights of 

multimedia assets. It was designed to provide a standard for 

digital rights management as well as interoperability. MPEG-

21 uses the Digital Item as a descriptor for all multimedia 

objects. Like MPEG-7, it does not deal with compression 

methods [12]. 

4. Video Formats  
Digital video frames that are displayed at a prescribed frame 

rate. For example,  frame rate of 30 frames/sec is used in 

NTSC video.  The Common Intermediate Format (CIF) has 

352 x 288 pixels, and the Quarter CIF (QCIF) format has 176 

x 144 pixels as shown in table 1 [12]. 

 

 

 

Table 1.  Standard sizes of video 

5. System Implementation of adapting 

Video over mobile 
The system implements two major steps that convert and 

compress video into its final desired form. The video is first 

decomposed into series of images. Then, each image is 

adapted to meet the target video size. The images are then sent 

to the compression method (JPEG) to be compressed before it 

goes to final video reconstruction. These steps are described 

below: 

5.1 Adapting Video 
For this step, the video is processed as a series of 24-bits still 

images to transform it to the target phone size. It reduces the 

size of the video by a measurable amount through converting 

every MxN pixels to a corresponding one pixel. The resulting 

pixel is an average of the MxN pixels. MxN is calculated 

through dividing the size of the image from the original video 

by the size of the target video. The steps below show an 

example of adapting 600x400 into 300x200 video: 

Step1: acquiring M and N values by: 

M=Source video height / target video height 

M=600/200 = 2 

N= Source video width / target video width 

N=400/200 = 2 

Step2: converting the source video to its new size 

for i=0 to source video height, step M 

for j=0 to source video width, step N 

target pixel= 
1

𝑀𝑥𝑁
   𝐼 𝑖, 𝑗 

𝑗 +𝑁
𝑗

𝑖+𝑀
𝑖  

Step3: return the new sized image and call the compression 

method to further compress it before final video 

reconstruction. 

 

5.2 Video compression based JPEG 
JPEG has four modes and many options. It is more like a 

shopping list than a single algorithm. For our purposes, 

though only the lossy sequential mode is relevant, and that 

one is illustrated in Fig.1 Furthermore, this paper will 

concentrate on the way of the proposed method adapting and  

JPEG is normally used to encode 24-bit RGB  images. 

 

Step 1 of encoding an image with JPEG is block preparation. 

In order to specificity this paper assume that the JPEG input is 

a 640×480 RGB image with 24 bits/pixel, as shown in Fig  

2(a). Since using luminance and chrominance gives better 

compression, must first compute the luminance Y and the two 

chrominances Cb, Cr  and the inverse, according to the 

following equations1, 2 :  

Y = 0.299R + 0.587G + 0.114B… . . (1) 

    Cb = 0.564(B − Y) 

   Cr = 0.713(R − Y) 

                       R = Y + 1.402Cr………… (2) 

                      G = Y − 0.344Cb − 0.714Cr 

B = Y + 1.772Cb 

 

Format 
Luminance   

pixel Resolution 
Typical Application 

Sub-QCIF 128 X 96 Mobile multimedia 

QCIF 176 X 144 
Video conferencing and 

mobile multimedia 

CIF 352 X 288 Video conferencing 

4CIF 704 X 576 SDTV and DVD-Video 

16CIF 1408 X 1152 HDTV and DVD-Video 
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Fig 1: The operation of adapting and JPEG in lossy sequential mode.

Separate matrices are built for Y, Cb , and Cr, each with 

elements in the range 0 to 255. Next, square blocks of  four 

pixels are averaged in the  Cb and Cr matrices to reduce them 

to 320×240. This reduction is lossy, but the eye barely notices 

it since the eye responds to luminance more than to 

chrominance. However, it compresses the total amount of data 

by a factor of  two. Finally, each matrix is divided up into 8×8 

blocks. The Matrix has 4800 blocks; the other two have 1200 

blocks each, as shown in fig 2(b). 

 
Fig 2: JPEG Encoding (a) RGB input data. (b) After block 

preparation. 

Step 2 of JPEG is to apply a DCT(Discrete Cosine 

Transformation) according to equations 3 and 4 to each of the 

7200 blocks separately. The output of each DCT is an 8×8 

matrix of DCT coefficients. DCT element (0, 0) is the average 

value of the block. The other elements tell how much spectral 

power is present at each spatial frequency. In theory a DCT is 

lossless  but in practice  using floating-point numbers and 

transcendental functions always introduces some round off 

error that results in a little information loss. Normally, these 

elements decay rapidly with distance from the origin  (0, 0)  

as shown in Fig 3. 

 
Fig 3: DCT Structure (a) One block of the Y matrix. (b) 

the DCT coefficients. 

After the DCT is complete, JPEG moves on to step 3, called 

quantization.In which the less important DCT coefficients are 

wiped out. This lossy transformation is done with table quality 

50 by dividing each of the coefficients in the 8×8 DCT matrix 

by a weight taken from a table. If all the weights are 1, the 

transformation does nothing. 

 
 
However, if the weights increase sharply from the origin, 

higher spatial frequencies are dropped quickly.                                                                                                          

An example of this step is given in Fig 4, in which we see the 

initial DCT  matrix, the quantization table  and the result 

obtained by dividing each DCT element by the corresponding 

quantization table element. The values in the quantization 

table are not part of the JPEG standard. Each application must 

supply its own allowing it to control the loss-compression 

trade-off. 

 
Fig 4: Computation of the quantized DCT coefficients. 

 

Step 4 reduces the (0, 0) value of each block (the one in the 

upper-left corner) by replacing it with the amount it differs 

from the corresponding element in the previous block . Since 

these elements are the averages of their respective blocks, 

they should change slowly, so taking the differential values 

should reduce most of them to small values. No differentials 

are computed from the other values. The (0,0) values are 
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referred to as the DC components the other values are the AC 

components. 

Step 5 linearizes the 64 elements and applies run-length 

encoding to the list. Scanning the block from left to right and 

then top to bottom will not concentrate the zeros together, so a 

zigzag scanning pattern is used  as shown in Fig 5. 

 
Fig 5: sequence of zigzag. 

In this example, the zigzag pattern produces 30 consecutive 0s 

at the end of the matrix. This string can be reduced to a single 

count saying there are 30 zeros, a technique known as run-

length encoding as following: 

Example data: 20,17,0,0,0,0,11,0,-10,-5,0,0,1,0,0,0, 0 , 0 ,0 , 

only 0,..,0   

  RLC for JPEG compression (0,20) ; (0,17) ; (4,11) ; (1,-10) ; 

(0,-5) ; (2,1); EOB. 

 

Step 6  Huffman-encodes the numbers for storage or 

transmission assigning common numbers shorter codes that 

uncommon ones. the details of Huffman table for luminance 

DC in table .2 and Huffman table for chrominance  AC in 

table 3. 

 

Table 2. Number of codeword v s. code length for Huffman  table for luminance DC 

Codelength 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Number of  

codeword 
0 1 5 1 1 1 1 1 1 0 0 0 0 0 0 0 

 

Algorithm 1: Generate Huffman table 

i=0 , code value =0; 

for(k=1;k<=16;k++) 

{ 

For(j=1;j<=number_of_codeword[k];j++) 

Codeword[i]=codevalue; 

Codelength[i]=k; 

Codevalue++;  i++; 

    { Codevalue*=2;  }} 
 

Table 3. Number of codeword vs. code length for Huffman table for luminance AC. 

Codelength 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Number of  

codeword 
0 2 1 3 3 2 4 3 5 5 4 4 0 0 1 125 

6. EXPERIMENTS AND RESULTS 
The proposed method was tested on a 24 frames per seconds 

video of size 2060.7 KB and the resulting compressed video 

was 128.9 KB and the average PSNR ratio is (35.66). The 

results of each frame are shown in Fig 5.  
 

7. CONCLUSION 
Video compression is an extremely important part of modern 

computing by having  the  ability to compress videos to 

fraction of their original size valuable and expensive disk 

space can be saved. In addition, transportation of videos from 

one computer to another becomes easier and less time 

consuming (which is why image compression has played such 

as important role in the development of the internet). The 

JPEG image compression algorithm provides a very effective 

way to compress images with minimal loss in quality. 

Although the actual implementation of the JPEG algorithm is 

more difficult  than other image format (such as png) and the 

actual compression of image is expensive computationally, 

the high compression ratios that can be routinely attained 

using the JPEG algorithm easily compensate for the amount 

of time spent implementation the algorithm and compressing 

an image. From the results, it seems that adapting video signal 

before compression achieved higher compression ratio and 

higher PSNR (Pulse Signal to Noise Ratio) than without 

adapting. The average PSNR ratio is 35.66 which indicates 

that the proposed method is efficient and more effective and it 

almost spend the same time to produce the output video. 
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Fig 5: Results and Experiments.
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