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ABSTRACT 
Network on chip (NOC) architecture is an approach to 

develop large and complex systems on a single chip. In this 

work, 2D mesh topological structure has been implemented in 

Very High Speed Integrated Circuit Hardware Description 

Language (VHDL). The architecture supports physical and 

architectural level design integration. Basic communication 

mechanism between resources is envisioned to be packet 

switched message passing through the switches. Node 

identification is done based on addresses of nodes located at X 

and Y axis. Network configuration is chosen for cluster 8 x 8 

and 16 x 16 which signifies that 64 nodes and 256 nodes are 

available to communicate each other which are aligned in 

crossbar structure. Design was implemented in Xilinx 14.2 

VHDL software, and functional simulation was carried out in 

Modelsim 10.1 b, student edition 
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1. INTRODUCTION 
Integrated circuits contain several processor cores, memories, 

hardware cores and analog components on the same chip [1] 

[3]. Such Systems on Chip (SoC) [1] [4] [17] are widely used 

in high volume and high-end applications, such as 

multimedia, aerospace and defense, wired and wireless 

communication systems [10]. With the scaling in IC 

technology [6] more and more processors are integrating on a 

single die and formed a multiprocessor system on chip 

(MPSoC) [1] [8]. It results in the increase in the power 

consumption and wire delay [2]. In addition to this, with 

increased number of transistors and the die size, length of the 

interconnects [1] also increases. With reducing geometries, 

the wire pitch and cross section also reduces, thereby 

increasing the RC delay of the wires [2]. This coupled with 

increasing interconnect length leads to long timing delays on 

global wires. Another major impact of increased lengths and 

RC values is that the power consumption of global 

interconnects become significant, thereby posing a 

bigchallenge for system designers. Current on-chip 

interconnects [9] [18] consist of low-cost shared 

communication resources, where arbitration logic [9] is 

needed for the serialization of bus access requests: only one  

 

 

master at a time can drive the bus. Major drawback of this 

solution is its lack of scalability [11] [18], which will result in 

unacceptable performance degradation (e.g, contention-related 

delays for bus accesses) when the level of SOC integration 

[12] will exceed a dozen of cores. Moreover, the connection 

of new blocks to a shared bus increases its associated load 

capacitance, resulting in more energy consuming bus 

transactions. Such factors make the on-chip communication 

among cores difficult. Therefore a scalable, energy-efficient 

on-chip interconnect network [8] is needed to address these 

difficulties in order to expedite the on-chip communication 

[3]. Network-on-Chip (NoC) [1] [2] [12] is a developing 

model used for VLSI systems implemented on a single 

integrated chip [12]. In a NOC system, modules such as 

microprocessor core, memory exchange [8] data and IP blocks 

with the help of a network called public subsystem [13] for 

the information traffic. A NOC is constructed from multiple 

data link and point to point interconnected by switches [7]. 

NOC utilizes the switching [11] [18] techniques. Connection 

is made in such a way that messages can be relayed from any 

source module to any destination module over several links, 

by making routing decisions at the switches [14]. These kinds 

of systems are used in the telephone exchanges [13] mobile 

communication [14] and topological networks [16] where fast 

data transfer is required in the real time environment. 

2. 2D MESH NETWORK (8 x 8) 
2D NOC follows the cross point technology which allows 

addressing any node at any time [11]. A cross point switch is 

a circuit switch having multiple inputs to multiple outputs in a 

matrix form. The 2D NOC architecture is a m × n mesh of 

switches [10] and resources are placed on the slots formed by 

the switches. For an m x n architecture there are m nodes on X 

axis and n nodes on Y axis respectively.  

For the design and implementation of switching 

network [16], Considering a 8 x 8 architecture as shown in the 

figure 1. With the help of the network 64 nodes can be 

addressed and communicated at one time.  To address 64 

nodes 3 bits are required individually for the addresses of both 

axis (2n = 8).  X_node_address has 3 bits address for X axis 

starting from 000 to 111 and Y_node_address has 3 bits 

address for Y axis starting from 000 to 111. Addressing and 

node selection scheme is described in the functional table 1. It 

is evident from Table 1 that if X_node_address is 000 and 

Y_node_address is 110, node n6 is selected.  Similarly any 

node can be selected based on node address table having 

X_node_address and Y_node_address address. 

Considering a 2D 16 x 16 mesh structures, this can 

address 256 nodes. To address 256 nodes 4 bits are required, 
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Figure 1: Two dimensional (2D) cross point Topological (8  8) structure 

 

Figure 2: Two dimensional (2D) cross point Topological structure(16 x 16)

 

individually for the addresses of both axis (2n = 16).  

X_node_address has 4 bits address for X axis starting from 

0000 to 1111 and Y_node_address has 4 bits address for Y 

axis starting from 0000 to 1111. Addressing and node 



International Journal of Computer Applications (0975 – 8887)  

Volume72– No.21, June 2013 

27 

selection scheme is described in the functional table 2. It is 

evident from Table 2 that if X_node_address is 0001 and 

Y_node_address is 1110, node n30 is selected.  Similarly any 

node can be selected based on node address table having 

X_node_address and Y_node_address address. 

 

Table 1 Node Selection in 2D structure (8 x 8) 

 

X_node_address Y_node_address Destination Node 

000 000 Node 0 

001 Node 1 

010 Node 2 

011 Node 3 

100 Node 4 

101 Node 5 

110 Node 6 

111 Node 7 

001 000 Node 8 

001 Node 9 

010 Node10 

011 Node11 

100 Node12 

101 Node13 

110 Node14 

111 Node15 

010 000 Node16 

001 Node17 

010 Node18 

011 Node19 

100 Node20 

101 Node21 

110 Node22 

111 Node23 

 

011 

000 Node24 

001 Node25 

010 Node26 

011 Node27 

100 Node28 

101 Node29 

110 Node30 

111 Node31 

100 000 Node32 

001 Node33 

010 Node34 

011 Node35 

100 Node36 

101 Node37 

110 Node38 

111 Node39 

101 000 Node40 

001 Node41 

010 Node42 

011 Node43 

100 Node44 

101 Node45 

110 Node46 

111 Node47 

110 000 Node48 

001 Node49 

010 Node50 

011 Node51 

100 Node52 

101 Node53 

110 Node54 

111 Node55 

111 000 Node56 

001 Node57 

010 Node58 

011 Node59 

100 Node60 

101 Node61 

110 Node62 

111 Node63 

 

Table 2 Node Selection in 2D structure (16 x 16) 

 

X_node_address Y_node_address Destination Node 

0000 0000 

: 

1111 

Node 0 

: 

Node 15 

0001 0000 

: 

1111 

Node 16 

: 

Node 31 

0010 0000 

: 

1111 

Node 32 

: 

Node 47 

0011 0000 

: 

1111 

Node 48 

: 

Node 63 

0100 0000 

: 

1111 

Node 64 

: 

Node 79 

0101 0000 

: 

1111 

Node 80 

: 

Mode 95 

0110 0000 

: 

1111 

Node 96 

: 

Node 111 

0111 0000 

: 

1111 

Node 112 

: 

Node 127 

1000 0000 

: 

1111 

Node 128 

: 

Node 143 

1001 0000 

: 

1111 

Node 144 

: 

Node 159 

1010 0000 

: 

1111 

Node 160 

: 

Node 175 

1011 0000 

: 

1111 

Node 176 

: 

Node 191 

1100 0000 

: 

1111 

Node 192 

: 

Node 207 

1101 0000 

: 

1111 

Node 208 

: 

Node 223 

1110 0000 

: 

1111 

Node 224 

: 

Node 239 

1111 0000 

: 

1111 

Node 240 

: 

Node 256 
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Figure 3: Modelsim output of 2D NOC (8 x 8) 
 

 
 

Figure 4: Modelsim output of 2D NOC (16 x 16) 

3. SIMULATION AND RESULT 

ANALYSIS  
The work carries out the implementation of the chip for 2D 8 

x 8 and 2D 16 x 16 Mesh Topological structures.  It employs 

the cross bar structure. Traffic can be diverted to any node by 

their addresses. Time division multiplexing techniques is used 

to detect the node which is applicable in telecommunication 

switching. 

3.1 Tools Utilized 

Design and implementation of mesh network is carried out 

using Project Navigator ISE 14.2, Xilinx company. It is a tool 

used to design the IC and to view their RTL (Register 

Transfer Logic) schematic. ModelSim EE 10.1b student’s 
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edition is a tool of Mentor Graphics Company used for 

simulation and debugging the functionality. The chip 

implementation is done using VHDL programming language.  

 

3.2 Simulation Process sequence 

Step 1:   reset = 1, clk is used for synchronization and then 

run. 

Step 2:   reset = 0, same clk  is used for synchronization and 

provide rising edge   

Step 3: Select the address of destination node Node_address 

[5:0] of 6 bits for 8 x 8 structure and Node_address [7:0] of 8 

bits for 16 x 16 structure.  

Step 4: Force the value of X_node_address and 

Y_node_address of destination node. For 8 x 8 NOC 

X_node_address[2:0] and Y_node_address[2:0] are of 3 bits 

and  for  16 x 16 NOC X_node_address[3:0] and 

Y_node_address[3:0] are of 4 bits. 

Step 5: Give the eight bit value of data_in. Force write_en =1 

and read_en =0 and then run. 

Step 6: write_en =0 and read_en =1 and run.   Desired output 

on destination is achieved.  

When write_en =1 and read_en =0, the data is written in temp 

variable from the source node, when write_en =0 and read_en 

=1, the data is read from the temp variable to destination 

node. Clk is applied at the positive edge clock pulse and reset 

is kept at 1 for the initial state. 

Figure 3 and 4 shows the simulated result for the 8 x 8 and 16 

x 16, 2D NOC architecture. 

Register Transfer Logic (RTL) view of 8 x 8 and 16 x 16 

NOC structure is shown in the figure 5 and 6. In both NOC 

structure, any node can be addressed and selected by its 

X_node_address and Y_node_address . Table 3 and 4 shows 

the pins details with the functional description of each pin for 

8 x 8 and 16 x 16 NOC respectively. 

 
Figure 5: RTL view of 2D NOC (8 x 8) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3 Design pins and their functional description for (8 

x 8) NOC 

 

Pins Functional Description 

Reset used for synchronization of 

the components by using clk  

Clk Provide rising edge of clock 

pulse 

Node_address [5:0] Address of the source and 

destination node of 6 bits 

X_node_address [2:0] represents 3 bits address of the 

nodes in x direction 

Y_node_address [2:0] Represents 3 bits address of 

the nodes in y direction. 

read_en control signal to read data  

write_en control signal to write data 

data_in[7:0] represents input data of 8 bits 

data_out[7:0] represents 8 bit output data of 

the destination node. 

 

 
Figure 6: RTL view of 2D NOC (16 x 16) 

 

Table 4 Design pins and their functional description for (8 

x 8) and (16 x 16) NOC 

 

Pins Functional Description 

Reset used for synchronization of 

the components by using clk  

Clk Provide rising edge of clock 

pulse 

X_node_address [3:0] represents the 4 bit address of 

the nodes in x direction 

Y_node_address [3:0] Represents 4 bit address of the 

nodes in y direction. 

read_en control signal to read data  

write_en control signal to write data 

data_in[7:0] represents input data of 8 bits 

data_out[7:0] Represents output data of 8 

bits for destination node. 
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4. DEVICE UTILIZATION AND TIMING 

SUMMARY FOR 2D NOC 
Device utilization report gives the percentage utilization of 

device hardware for the chip implementation. Timing report 

generates minimum and maximum time to reach the output. 

Synthesis report extracted from the Xilinx shows the complete 

details of device utilization and timing summary.Selected 

Device: 2v40cs144-4, this device is targeted for FPGA. 

Device utilization summary for 8 x 8 and 16 x 16 2D Mesh 

NOC is shown in table 5. 

Table 5 Device utilization in 2D structure 

Device part Utilization 

8 x 8 Structure 16 x 16 Structure 

Number of 

Slices 

14  out of    256    5 

% 

18  out of    256    7 

% 

Number of 

Slice Flip 

Flops 

16  out of    512    3 

% 

20  out of    512    4 

% 

Number of 4 

input LUTs 

22  out of    512    4 

% 

25  out of    512    5 

% 

Number of 

bonded IOBs 

27  out of     88   31 

% 

 

30  out of     88   34 

% 

 

Number of 

GCLKs 

2  out of    16    12 

% 

2  out of    16    12 % 

 

4.1 Timing Summary for 8 x 8 NOC 
Timing details provides the information of delay, minimum 

period, minimum input arrival time before clock and 

maximum output required time after clock 

Speed Grade: -4 

Minimum period: 2.184ns (Maximum Frequency: 

457.771MHz) 

Mininput arrival time before clock: 4.735 ns 

Max output required time after clock: 5.38 6ns 

Total memory usage is 58820 kilobytes 

 

4.2 Timing Summary for 16 x 16 NOC 
Speed Grade: -4 

Minimum period: 2.184ns (Maximum Frequency: 

457.771MHz) 

Minimum input arrival time before clock: 4. 935 ns 

Maximum output required time after clock: 5. 86 ns 

Total memory usage is 71466 kilobytes 

 

Device utilization summary shows that there is 2 % change in 

number of slices, 1 % change in number of Slice Flip Flops,  1 

% change in number of 4 input LUTs and Number of bonded 

IOBs when NOC cluster configuration changes from  8 x 8 to 

16 x 16 NOC. There is very less change in the Minimum input 

arrival time before clock and Maximum output required time 

after clock but memory utilization change to 18 % because the 

number of nodes are increased. 

 

5. CONCLUSION 
Hardware chip implementation of the 2D, 8 x 8 and 16 x 16 

mesh topological networks is carried out. The major 

advantage of the programmable structure is the identification 

of faulty node and replacement of it. A node can be found 

faulty by its crossbar address generation scheme on X and Y 

axis. Device utilization results shows that there is 2 % change 

in number of slices, 1 % change in number of Slice Flip Flops,  

1 % change in number of 4 input LUTs and Number of 

bonded IOBs when NOC cluster configuration changes from  

8 x 8 to 16 x 16 NOC and memory utilization is  58820 kB 

and 71466 kB for both the networks respectively. 2D NOC 

architecture is found suitable for small area communication or 

LAN network but not in large area network. In the 

continuation of this work, a study can be carried out by taking 

into account the larger number of nodes. Addition of the 

features such as data security by encryption and decryption 

can be employed while data transfer among nodes.  If we can 

add the network security algorithms along with the node data 

transfer, it will be suitable for long communication and 

wireless data networks. 
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