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#### Abstract

In this paper, the TCP throughput has been modeled under an ON-OFF model of the access point. In the ON-OFF model, the access point spends a fixed amount of time in the ON and OFF states. Also these states appear in an alternating fashion. When a station is associated with an access point, this model of the access point helps the station to conserve battery power. Also, since many of the applications on the internet run TCP, it is of interest to model and understand the behavior of TCP in such a system. Since throughput plays a major role in determining how the user at the station evaluates the performance of the network, the same has been tried to be modeled. Also, this modeling has been validated using simulation.


## KEYWORDS

The following are the notations which have been used throughout the paper.

| Table 1: Notations used |  |
| :--- | :--- |
| Symbol | Meaning |
| $\beta_{\Omega}$ | Attempt probability when <br> nodes are contending |
| $T_{\text {SSNA }}$ | Time required for transmission <br> of STA packet |
| $T_{\text {SAF }}$ | Time required for transmission <br> of AP packet |
| $T_{G}$ | Time taken by collision |
| $T_{O F F}$ | Access point OFF duration |
| $T_{O W}$ | Access point ON duration |
| $\sigma$ | Time taken by an idle slot |
| $\mathbb{E}$ | Invariant probability vector |

## INTRODUCTION

Consider a case wherein a station is associated with an access point, which alternates between ON and OFF state.

In each state, it spends a deterministic amount of time. The station starts downloading files from the internet through the access point. Assume that the time to traverse the wired link is negligible compared to the time to traverse the wireless network and the station to be using TCP for file transfer. Under these conditions, it is of interest to know the TCP throughput.

We have proposed here, a statistical equivalent model for the ON-OFF model of access point, where the ON and OFF times are chosen from exponential distribution with mean $\mathrm{T}_{\mathrm{ON}}$ and $\mathrm{T}_{\mathrm{OFF}}$ respectively. The renewal instances and the embedded discrete time Markov chain of the equivalent problem were identified. The results from Markov Regenerative Process were applied to get a closed form expression for TCP throughput with file downloads with only one station. Our analytical model matched quiet well with the simulated results, validating our assumptions and the equivalent model.

## 1. SYSTEM MODEL



Figure 1: An illustration of the system
Consider a system as illustrated in Figure1. In such a system, there's a single STA, associated at a fixed rate with the access point. The access point is connected to a server via a local area network. Consider the scenario, wherein, the server is sending data as TCP packets to the STA via the access point and assume that the queue at STA contains ACK packets for the received TCP packets. Instead of keeping the AP always in ON state, it would be preferable to alternate the state between ON and OFF. The duration AP spends in ON and OFF state may be deterministic (as in Figure 2) or dynamically varied.


Figure 2: AP state variation with time
In order to facilitate the analysis, the following assumptions are made:

- The wireless access mechanism used is IEEE 802.11
- The files are downloaded from AP to STA, while STA just sends ACK packets. Hence the packets in STA
buffer are much smaller than the ones in the AP buffer.
- The data transfer happens via TCP.
- Data packets flow from the server to the station via AP and the ACK packets flow in the reverse direction.
- When AP is OFF, the packets from the server are buffered and will be delivered to the AP, when it turns back ON.
- If a station transmits an ACK packet, when the AP is OFF, then the packet is recovered using fast recovery.
- The TCP operates in collision avoidance and no time-out occurs at the server.
- When STA and AP are contending, then both have equal probability of success.
- The TCP to have reached steady state when the TCP window size is W .


## 2. MATHEMATICAL MODEL AND ANALYSIS

In this section, the problem being present is converted into a statistical equivalent model. By doing this transformation, it is possible to apply Markovian analysis.

Assume that AP timer takes a random time from an exponential distribution with mean $\mathrm{T}_{\mathrm{ON}}$ and $\mathrm{T}_{\text {OFF }}$ when in ON and OFF states respectively. AP decrement the timer's time and samples another time when the timer becomes zero.

Let $S_{t}$ be the random variable which denotes whether the AP is ON or OFF at time $t$. Let $N_{t}$ be the queue length at the AP at time $t$. The tuple ( $\mathrm{S}_{\mathrm{t}}, \mathrm{N}_{\mathrm{t}}$ ) completely describe the system at time $t$. Let $\left\{t_{i x} i \geq 0\right\}$ be the time at which either the AP toggles between ON and OFF state or the instance of completion of a successful transmission. Then $\left\{\left(S_{5 Y} N_{5 N}\right)_{0} n \geq 1\right\}$ form a Markov Renewal sequence. The transition probabilities of the Markov chain are shown in Figure 3.


Figure 3: Embedded Markov chain
Assume that an idle slot is $\sigma$ time-units (ms) long. A successful AP and STA packet transmission takes $\mathrm{T}_{\mathrm{S}, \mathrm{AP}}$ and $\mathrm{T}_{\mathrm{S}, \mathrm{STA}}$ amount of time respectively. A collision takes place and lasts for duration of $\mathrm{T}_{\mathrm{C}}$. Note that the slots are of different duration. Let ii be the number of packets in the AP buffer. And let $i \in\left\{1_{s} 2_{0, \ldots} W-1\right\}$. Now, at the end of a slot, exactly 1 of the 5 possible events will occur.

1. Off -transition; let the probability be 7o
2. STA-success; let the probability be $m_{0}=\beta_{2}\left(1-\beta_{2}\right)\left(1-{ }_{70}\right)$
3. AP-success; let the probability be $\eta_{A}=\beta_{2}\left(1-\beta_{2}\right)\left(1-\eta_{0}\right)$
4. Idle-slot; let the probability be $M_{1}=\left(1-\beta_{2}\right)^{2}\left(1-W_{10}\right)$
5. Collision-slot; let the probability be $\mathrm{m}_{\mathrm{c}}=\beta_{2}{ }^{2}\left(1-\mathrm{p}_{\mathrm{h}} \mathrm{O}\right)$

Then, $\mathscr{V}_{\pi} \mathbb{i} \in\left\{1_{s} 2_{0, \ldots} \operatorname{sow}_{o} W-1\right\}$ we can write
$P\left\{\left(i_{0} 1\right) \rightarrow(i+1,1)\right\}=\frac{1 / 5}{3 / 5+1 / A}+3 / 0$
$P\left\{\left(i_{1} 1\right) \rightarrow(i-1,1)\right\}=\frac{m_{1}}{w_{5}+M_{A}+x_{10}}$

Let

$$
y=\frac{m_{6}}{m_{s}+m_{n}+w_{6}}
$$

Also
$P\left\{\left(i_{v} 1\right) \rightarrow\left(i+1_{v} 1\right)\right\}+P\left\{\left(i_{v} 1\right) \rightarrow\left(i-1_{v} 1\right)\right\}+$
$P\left\{\left(i_{0} 1\right) \rightarrow\left(i_{v} 0\right)\right\}=1$

Now, rewriting the probabilities in term of $\gamma$ :
$P\left\{\left(i_{v} 1\right) \rightarrow(i+1,1)\right\}=\frac{(1-\gamma 0)}{2}$
$P\left\{\left(i_{v} 1\right) \rightarrow(i-1,1)\right\}=\frac{(1-y)}{2}$
$P\left\{\left(i_{v} 1\right) \rightarrow\left(i_{v} 0\right)\right\}=\gamma$
If $\mathrm{i}=0$ be the number of packets in the AP buffer (i.e, the AP buffer is empty). Then, at the end of a slot, exactly 1 of the 3 possible events will occur,

1. Off-transition; let the probability be Mo
2. STA-success; let the probability be ThITA $=\beta_{1}\left(1-\boldsymbol{T}_{\mathrm{O}}\right)$
3. Idle slot; let the probability be mlasta $=\left(1-\beta_{1}\right)(1-\% \mathrm{~F})$

Now, write the following transition probabilities as,
$P\{(0,1) \rightarrow(1,1)\}=\frac{m_{\sin } / 2}{\operatorname{man}_{2}+x_{6}}$

Let $\quad \alpha=\frac{\%}{\sin A+w_{6}}$
Also
$P\{(0,1) \rightarrow(1,1)\}+P\{(0,1) \rightarrow(0,0)\}=1$

Now, rewriting the probabilities in term of $\propto$ :
$P\{(0,1) \rightarrow(1,1)\}=1-\alpha$
$P\{(0,1) \rightarrow(0,0)\}=\alpha$
If $i=W$ be the number of packets in the AP buffer (i.e, the STA buffer is empty). Then, at the end of a slot, exactly 1 of the 3 possible events will occur.

1. Off -transition; let the probability be 710
2. AP-success; let the probability be $m_{A P}=\beta_{1}(1-80)$
3. Idle-slot; let the probability be mhap $=\left(1-\beta_{1}\right)\left(1-\beta_{0}\right)$

Now, write the following transition probabilities as
$P\{(W, 1) \rightarrow(W-1,1)\}=\frac{M N}{M N D}$
$P\left\{\left(W_{0} 1\right) \rightarrow\left(W F_{0} O\right)\right\}=\frac{W_{p}}{W N D+W_{2}}$
It is easy to see that
$\frac{30}{2 A P+3 l o A P}=\frac{36}{3 / S A A+810}=\alpha$
Also
$P\left\{\left(W_{v} 1\right) \rightarrow\left(W-1_{v} 1\right)\right\}+P\left\{\left(W_{v} 1\right) \rightarrow\left(W_{v} 0\right)\right\}=1$
Now, rewriting the probabilities in term of 60 :
$P\left\{\left(F_{v} 1\right) \rightarrow\left(W-1_{v} 1\right)\right\}=1-\omega$
$P\left\{\left(W_{0} 1\right) \rightarrow\left(W_{v} 0\right)\right\}=\omega$

## 3. AGGREGATE DOWNLOAD THROUGHPUT

Now that the DTMC and renewal process have been identified, in this section, let's find a closed form expression for TCP throughput.

### 3.1 Computation of Invariant probability vector $\pi$

Since the DTMC in figure 3 is a finite irreducible chain, according to Markovian property we know that there exists a vector $\pi$, such that $\pi=\pi P$. Since the chain in figure 3 is a 2 dimensional Markov Chain, let $m\left(i_{0} j\right)$ denote the stationary probability, where ie $\left\{\mathrm{O}_{v} 1_{v, \ldots}\right.$ an $\left.W\right\}$ denotes the number of packets in the AP buffer and $\mathfrak{j e}\left[\mathrm{O}_{v} 1\right]$ denotes if the AP is OFF or ON respectively. From the chain in Figure 3, we have $\pi\left(i_{v} 0\right)=\gamma \pi \pi\left(i_{v} 1\right)$ Wi $\in\left\{1_{s} 2_{s o m} \operatorname{mon}_{\infty} W F-1\right\}$
$\pi(0,0)=\alpha, \pi(0,1)$
$\pi\left(W_{\infty} 0\right)=\alpha_{*} \pi\left(W_{v} 1\right)$
Now,
$\pi(0,1)=\pi(0,0)+\frac{(1-p)}{2}{ }_{\pi} \pi\left(1_{v} 1\right)$
Substituting Equation (1.2) and rearranging,

$$
\begin{equation*}
\pi\left(1_{v} 1\right)=\frac{2(1-\alpha)}{(1-p)} \pi\left(0_{v} 1\right) \tag{1.4}
\end{equation*}
$$

Now,
$\pi(1,1)=\pi(1,0)+(1-a), \pi(0,1)+\frac{(1-y)}{2}{ }_{\sim} \pi(2,1)$

Substituting from Equations (1.1) and (1.4) and rearranging
$\pi(2,1)=\frac{2(1-\alpha)}{(1-p)} \cdot \pi(0,1)$
Now writing $\forall 2 \leq i \leq W-2$
$\pi\left(i_{v} 1\right)=\frac{1}{2}{ }^{2} \pi\left(i-1_{v} 1\right)+\frac{1}{2}{ } \pi\left(i+1_{v} 1\right)$

Thus we get
$\pi\left(i_{v} 1\right)=\frac{2(1-\mathbb{N})}{(1-W)} \pi(0,1) \quad 1 \leq i \leq W-1$

And for the rightmost state we get
$\pi\left(W W_{w} 1\right)=\frac{(1-P)}{2(1-\infty)} . \pi\left(W-1_{v} 1\right)$

$$
\begin{equation*}
=\pi(0,1) \tag{1.7}
\end{equation*}
$$

We also know that
$\sum_{i} \sum_{j} \pi\left(\hat{i}_{i} j\right)=1$

Rewriting the above equation as
$(1+a) \cdot \pi\left(0_{v} 1\right)+(1+a) \cdot \pi\left(W_{v} 1\right)+(1+v) \sum_{i=1}^{W /-1} \pi\left(i_{v} 1\right)=1$
$\pi(0,1)\left(2(1+a)+\frac{2(1+\gamma)(\omega-1)(1-\alpha)}{1-Y}\right)=1$
$\pi(0,1)=\frac{1}{2}\left((1+a)+\frac{(1+p)(W-1)(1-\alpha)}{1-Y}\right)^{-1}$
Thus we get the following stationary distribution
$\left(i_{v} j\right)=\left\{\begin{array}{cc}\frac{2 y(1-\alpha)}{1-\gamma} & : j=0,1 \leq i \leq W-1 \\ \alpha_{v} \pi(0,1) & j=0_{s} i=0 \\ \alpha_{s} \pi\left(0_{v} 1\right) & : \\ j=0_{s} i=W \\ \left(\frac{2(1-\alpha)}{1-\gamma}\right) \cdot \pi\left(0_{v} 1\right): & j=1_{v} 1 \leq i \leq W-1 \\ \pi(0,1) & :\end{array}\right.$

Where

$$
\pi\left(0_{v} 1\right)=\frac{1}{2}\left((1+\alpha)+\frac{(1+p)(N-1)(1-\alpha)}{1-W}\right)^{-1}
$$

### 3.2 Computation of $\eta 0$

The computation of the invariant probability vector requires the knowledge of $\propto$ and $\gamma$, which in turn needs $\mathrm{y}_{\mathrm{O}}$. In this section, lets derive an expression for $\mathrm{F}_{2}$ in terms of known quantities. First lets find the average number of slots in an ON period, given that no success happens in this period. The number of slots has that following distribution $P[k=k]=$ ry $0(1-r 0)^{(k-1)}$

## Thus

$E[K]=\left(\frac{1}{n}\right)$
If $\mathrm{i}=0$, there can be an idle slot or a success by the STA. Hence the expected slot length given that the buffer at the AP is empty, is given by

$$
E\left[T_{0}\right]=\frac{\beta_{1}\left(1-x_{0}\right) T_{S S N A}+\left(1-\beta_{1}\right)\left(1-\prod_{0}\right) T_{1}}{\left(1-1_{10}\right)}
$$

Or

$$
\mathrm{E}\left[\mathrm{~T}_{0}\right]=\beta_{1} \cdot \mathrm{~T}_{S S T A}+\left(1-\beta_{1}\right) \cdot \mathrm{T}_{1}
$$

Similary we get, $\mathrm{E}\left[\mathrm{T}_{W}\right]=\beta_{1} \cdot \mathrm{~T}_{S A P}+\left(1-\beta_{1}\right) \cdot \mathrm{T}_{1}$
Similarly we have, $W 1<n<W-1$
$E\left[T_{i}\right]=\beta_{2}\left(1-\beta_{2}\right) \cdot\left(T_{S A P}+T_{S S P A}\right)+\left(1-\beta_{2}\right)^{2}{ }_{w} T_{i 1}+\beta_{2}^{2}{ }_{\omega} T_{C}$

So we can write the expected slot length as
$E[T]=\frac{\sum_{i=0}^{W} \pi\left(i_{v} 1\right) \cdot E\left[T_{i}\right]}{1-\sum_{i=0}^{W} \pi\left(i_{v} 0\right)}$
So now we impose the condition that

$$
E[T], E[K]=T_{O N}
$$

Thus, we get

$$
\begin{equation*}
0=\frac{1}{T_{0 N}} \frac{\sum_{i=0}^{W} \pi(i, 1) E\left[X_{i}\right]}{1-\sum_{i=0}^{W} \pi(i, 0)} \tag{1.9}
\end{equation*}
$$

The LHS of Equation (1.9) is an increasing function of ${ }_{0}$ where it can be shown that the RHS is a decreasing function
of given that $E\left[T_{i}\right] \geq T_{\text {ON }}$ the equation can be solved numerically to obtain an $D_{0}$ and $\pi$

### 3.3 Mean Sojurn time in a state

Let us denote $E_{\text {(ifip }} T$ as the mean time spent in the state $(i, j)$. Let at first consider the left most state i.e, $(0,0)$ and $(0,1)$. Then we get,
$E_{(Q D)} T=T_{O F E}$
$E_{(0,1)} T=\alpha_{x} E_{(0,1)-(0,0)} T+(1-a), E[X]$
Here $E_{[0,1] \rightarrow \sim(0,0)} T$ represents the time required to move from state $(0,1)$ to state $(0,0)$ given that we just entered state $(0,1)$. And $\mathrm{E}[\mathrm{X}]$ denotes the expected time for an STA success to occur given that the AP does not switch off. In order to compute $\mathrm{E}[\mathrm{X}]$ we identify another renewal equation given as $E[X]=\beta_{1} \cdot T_{S S N A}+\left(1-\beta_{1}\right) \cdot(E[X]+\sigma)$

Rearranging the terms, we get
$E[X]=\frac{\beta_{1} \cdot T_{S S S A}+\left(1-\beta_{1}\right) \cdot \sigma}{\beta_{1}}$
Now let us find an expression for $E_{(0,1)-(0,0)} T$. Let $M$ be a random variable which denotes the number of slot till the AP goes to the OFF without having a success, given that, only the STA is non-empty. It is easy to see that such slots would be nothing but the idle slots. This $M$ has the following distribution
$P(M=m)=\frac{30}{30+35 N A} *\left(1-\frac{30}{30+35 N A}\right)^{3 N}$

So,

$$
E[M]=\frac{m_{0}+m_{5 N} A}{m_{6}}-1=\frac{m \operatorname{mon} A}{m}
$$

Now, the time spent would be mean number of slots into mean slot length. Thus, we would get

$$
E_{[0,1])} \rightarrow(Q a) T=\frac{M \operatorname{los} A}{m} * \sigma
$$

Substituting, we get, $E_{[(Q) T} T=T_{O F F}$

And
$E_{(0,1)} T=\frac{\alpha\left(1-p_{1}\right)\left(1-\beta_{1}\right)}{m_{b}} \leqslant \sigma+(1-$
a) $\left(\frac{\beta_{1} I_{\operatorname{sen} 12}+\left(1-\beta_{2}\right) \sigma}{\beta_{1}}\right)$

Since the contention process of the AP and STA are same, we can write similar renewal equations for the rightmost states. These equations can be solved to obtain

$$
E_{(W W O)} T=T_{O F F}
$$

And
$E_{(W, 1)} T=\frac{\alpha\left(1-\eta_{3}\right)\left(1-\beta_{2}\right)}{W_{6}} * \sigma+(1-$
a) $\left(\frac{\beta_{1} T_{2 \sin \alpha}+\left(1-\beta_{2}\right) \sigma}{\beta_{1}}\right)$

Let us consider states ( $\mathrm{i}, \mathrm{j}$ ) such that $1 \leq i \leq W-1$. Then we can write

$$
\begin{gathered}
E_{([i 0) T} T=T_{O B F} \\
E_{([i 1)]} T=\alpha \cdot E_{(i, 1) \rightarrow(a ; 0)} T+(1-\alpha) \cdot E[Y]
\end{gathered}
$$

Here $E_{(i, 1) \rightarrow(i d i)^{T}}$ represents the time required to move from state ( $\mathrm{i}, 1$ ) to state $(\mathrm{i}, 0$ ) given that, we just entered state ( $\mathrm{i}, 1$ ). And $\mathrm{E}[\mathrm{Y}]$ denotes the expected time till success by either AP or STA. Now, we can write the following renewal equations for $\mathrm{E}[\mathrm{Y}]$

$$
\begin{aligned}
& E[Y]=\frac{p_{\Sigma}}{2} * T_{S S I A}+\frac{p_{Q} *}{2} \\
& T_{S A P}+p_{C} *\left(T_{C}+E[Y]\right)+ \\
& \quad p_{\mathrm{N}}(\sigma+E[Y])
\end{aligned}
$$

Rearranging the terms,
$E[Y]=\frac{1}{2} *\left(T_{S S T A}+T_{S A P}\right)+\frac{\left(P_{C[ }+P_{c}+P_{r} G\right)}{P_{S}}$
Now let us find an expression for $\mathbb{E}_{\left(\text {(i11) } \rightarrow(i j 0)^{T}\right.}$. Let N be a random variable which denotes the number of slots till the AP goes to the OFF without having a success, given that, both STA and AP are non-empty. It is easy to see that such slots would be either idle or collision slots. This M has the following distribution
$P(N=n)=\frac{m_{6}}{\left(m_{0}+m_{n}+n_{c l}\right)}\left(1-\frac{m_{0}}{m_{6}+m_{r}+m_{k}}\right)^{n}$
So
$\mathrm{E}[\mathrm{M}]=\frac{\left.m_{0}+m_{1}+w_{c}\right)}{m_{6}}-1=\frac{m_{p}+w_{c}}{m_{6}}$
Now, we set the time spent which would be mean number of slots into mean slot length. Since only either idle or collision can occur thus the mean slot time is
$=\left(\frac{m_{k}}{m_{2}+r_{c}} * \sigma+\frac{m_{c}}{m_{2}+\eta_{c}} * T_{c}\right)$

Thus as before, we get


### 3.4 Throughput computation

Let $\mathrm{H}(\mathrm{t})$ denote the number of success till time t . We are interested to know the average throughput i.e,
$\theta=\lim _{t \rightarrow \infty} \frac{E(t)}{t}$

By application of results for Markov regenerative process we can compute the throughput as

$R(i, j)$ denotes the reward, given that we are in state (i,j). Since in our case the reward is successful transmission by an AP, $\mathrm{R}(\mathrm{i}, \mathrm{j})$ simply corresponds to the probability of AP success. It is easy to see that
$\mathrm{R}(\mathrm{i}, \mathrm{j})\left\{\begin{array}{lr}0 & j=0,0 \leq i \leq W \\ 0 & j=1_{v} i=0 \\ \frac{(1-\bar{j}}{2} & j=1_{v} 1 \leq i \leq W-1 \\ (1-\alpha) & j=1_{v} i=W\end{array}\right.$
Putting in the values of $R(i, j)$ we can write the throughput as

We note that our model is valid under the assumption that $T_{O F B}>0$. If $T_{O F F}=0_{w}$ then our model reduces to the single station case. And in such case we use ${ }^{[1]}$ to compute the aggregate TCP throughput.

## 4. RESULTS

In this section, our analytical model has been compared with that of simulation. The simulations were done using Qualnet 4.5 a network simulator. For each case, 100 runs were conducted and the average results are presented here. The confidence interval was very small, hence the same is not plotted in the graphs. Figure 4 shows the variation of TCP Throughput with the OFF duration case, when the ON duration is held constant at 300 ms .


Figure 4: Comparison of TCP throughput with mean OFF duration for a fixed ON duration of $\mathbf{3 0 0} \mathbf{~ m s}$.

It was observed that all our assumptions were reasonable and the analytical and simulated results were close to one another.

Figure 5 shows the variation of TCP throughput with the OFF duration case, when the ON duration is held constant at 600 ms


Figure 5: Comparison of TCP throughput with Mean OFF duration for a fixed ON duration of $\mathbf{6 0 0} \mathbf{~ m s}$

## CONCLUSION

In this paper, we have proposed a statistical equivalent model for the ON-OFF model of access point. We have applied results from Markov analysis and have found a closed form expression for TCP throughput with file downloads when there is only one station. Our analytical model matched quiet well with the simulated results, validating our assumptions and the equivalent model. We would like to extend this for the case when there are multiple stations associated with an access point, in our future work. In the future work, we would like to incorporate different rates of association and file transfers in both the directions.
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