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ABSTRACT 
Recently, the multidisciplinary research has been highly 

considered by the computer sciences researchers as it 

contributes to the innovation in terms of concepts and 

practices. This paper keeps special focus on the employment 

of belief network including influence and Bayesian nets 

models in modeling the uncertainties and decision making 

process. It attempts to model and optimizes one of the most 

important functions of the human resources called 

Competency Based Evaluation (CBE). Consequently, the 

present study is concerned with modeling the uncertainties of 

the CBE through AI modeling approaches as well as 

developing a new optimization algorithm towards decreasing 

the evaluation features of the employee performance. The 

developed algorithm aims at finding the decision regarding 

the performance based on Pearl’s algorithms, where the 

conditional probabilistic is employed in order to decide 

regarding the employee performance based on his 

competencies. MATLAB is actually used for the 

implementation and empirical analysis purposes. The 

encouraging results of the study provide empirical evidence 

on the efficiency of the proposed algorithm as this algorithm 

minimizes the evaluation features. Thus, it would contribute 

to the enhancement of the competency based evaluation. 
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1. INTRODUCTION 
The belief networks are directed graphical models that 

represent the dependencies among a set of variables and also 

used for solving the influence diagram problem, where it also 

called Bayesian Networks [1, 2]. 

The  arcs of this type  of network  signify  direct  

dependencies  between  the  linked  propositions,  and  the  

strengths  of   these dependencies  are  quantified  by  

conditional  probabilities or percentage. In practice several 

Artificial Intelligence (AI) models are used to represent the 

knowledge extraction of expert systems depending on 

conditional probability computations, where belief network 

(BN) is one of these. In addition to the use of BN, the decision 

support tree is also employed as a decision support tool for 

filtering and minimizing the features that recognize the 

employee performance based on his competencies including 9 

factors: loyality, self trust, commitment, recall knowledge, 

concept knowledge, strategic, extended, interpersonal, 

technical/Task. 

As a little is known regarding the employment of AI in 

maximizing business benefits, this study is considered as on 

of the fewest to explore and model ECE using several 

intelligent decision tools and models. Second, it highlights 

both the use of decision support and probabilistic models in 

hypothesizing the relationship among variable and taking 

decision.  Finally this paper proposes a new optimization 

algorithm to enhance the competency based evaluation. 

2. PRELIMINARIES 

The following sub sections express the basics and concepts of 

modeling using influence and probabilistic computation of 

uncertainties of problem variables [3]. 

2.1 Bayesian Networks and conditional 

probability: 

As mentioned in [3], the Bayesian network is a probabilistic 

directed graphical model in which each node represents 

uncertain or decision variable, the following figure (1) 

illustrates an application on using conditional probability for 

checking the conditional dependency of problem variables 

and causes of results.  

 

Fig 1: Bayesian network model 

Suppose that there are two events which could cause grass to 

be wet: either the sprinkler is on or it's raining. Moreover, 

suppose that rain influences the use of sprinkler then the 

Bayesian network model that represent this case can be 

expressed as revealed in figure (1), where each node has two 

possible values T / F (True or  False).  
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In addition, it is essential to mention the above figure 

notations including[4, 5]: 

 Arrow in the Bayesian network indicates the 

dependency relationship. 

 The fraction inside the Conditional Probability 

Table (CPT) represents the strength of the 

dependency relationship existed among variables. 

 Suppose that the names of the variables have been 

abbreviated to 

 G = Grass wet, S = Sprinkler, and R = Rain then 

the joint probability function is: 

P(G,S,R) = P(G | S,R)P(S | R)P(R) 

 In probability theory, the conditional 

probability of A given B is the probability 

of A if B is known to occur. It is commonly 

notated P(A | B), and sometimes PB(A) where : 

P(A | B) = PB(A) = P(A ∩ B) / P(B) 

 The probability of raining given grass wet is :  

P(R=T | G=T) = P(G=T | R=T) / P(G=T)  ≈  

35.77%. 

 

2.2 Belief Network and Influence Diagram 
 

Regarding the influence diagram (ID) [6,7,8,9,10] , It is also 

called decision diagram , a decision network, or a relevance 

diagram, is the graphical and mathematical representation of a 

decision problem. It is a generalization of a Bayesian network, 

through which both probabilistic inference problems, 

and decision making problems (following maximum expected 

utility criterion) can be modeled and solved. Moreover it is 

a directed acyclic graph with three types (plus one subtype) 

of node and three types of arcs (or arrows) between nodes. ID 

is used to represent and evaluate the decision making under 

uncertainty. The following explanation shown in figure 2 

illustrates the most important concepts and notations that can 

be used to represent the problem: 

 

Fig. 2. Example on influence diagram 

 Nodes: The diagram nodes are classified into: 

 Decision node (corresponding to each decision to be 

made) is drawn as a rectangle. 

 Uncertainty node (corresponding to each uncertainty to 

be modeled) is drawn as an oval. 

 Deterministic node (corresponding to special kind of 

uncertainty that its outcome is deterministically known 

whenever the outcome of some other uncertainties are 

also known) is drawn as a double oval. 

 Value node is drawn as an octagon (or diamond). 

 Arcs: The influence diagram has  several types of 

arcs including: 

 Functional arcs (ending in value node) indicate that one 

of the components of additively separable utility function 

is a function of all the nodes at their tails. 

 Conditional arcs (ending in uncertainty node) indicate 

that the uncertainty at their heads is probabilistically 

conditioned on all the nodes at their tails. 

 Conditional arcs (ending in deterministic node) indicate 

that the uncertainty at their heads is deterministically 

conditioned on all the nodes at their tails. 

 Informational arcs (ending in decision node) indicate that 

the decision at their heads is made with the outcome of 

all the nodes at their tails known beforehand. 

3. METHODOLOGY 

TO achieve the main objectives of this paper including the 

modeling of the uncertainties and competency based 

evaluation (performance appraisal), minimization of object 

(employee) features and taking decision regarding the 

specialization of the employee (Scientific /Art) depending on 

his competency based assessment including attitudes, 

knowledge and skills.As an important point, the research 

paper objectives are achieved through the following steps, 

where figure 3 shows  these steps: 

 

 

For clarity, these steps can be summarized as follows:  

Fig 3: Methodology of work 

http://en.wikipedia.org/wiki/Bayesian_network
http://en.wikipedia.org/wiki/Bayesian_inference
http://en.wikipedia.org/wiki/Decision_making
http://en.wikipedia.org/wiki/Expected_utility
http://en.wikipedia.org/wiki/Expected_utility
http://en.wikipedia.org/wiki/Expected_utility
http://en.wikipedia.org/wiki/Directed_acyclic_graph
http://en.wikipedia.org/wiki/Graph_node
http://en.wikipedia.org/wiki/Graph_arc
http://en.wikipedia.org/wiki/Decision_making
http://en.wikipedia.org/wiki/Uncertainty
http://en.wikipedia.org/wiki/Conditional_probability
http://en.wikipedia.org/wiki/Conditional_probability
http://en.wikipedia.org/wiki/Conditional_probability
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 Specifying the features that truly identify the 

performance of employee based on competency 

based approach (attitudes, knowledge and skills). 

 Creating and initializing a Dataset that represent 

the employees’ data randomly using MATLAB 

because the proposed model (Competency based 

evaluation) has not yet discussed in the field of AI. 

 Optimizing and modeling the employee features 

depending on relative performance (for 

optimization)  and decision tree (for modeling). 

 Computing the conditional probability of each of 

optimized feature based on its dependencies using 

massage passing algorithm Pearl (sum product). 

 Modeling the optimized features with their 

conditional probabilities using Bayesian Net using 

MATLAB. 

4. OPTIMIZATION & Modeling 

Using BN 

This section discusses Optimization & Modeling Using 

decision tree and BN.  

4.1 Decision Tree (DT)  

As the decision Tree is considered as one of the mostly used 

tools for decision making purposes, it is not only used to 

modeling the initial data set features but also to decide 

regarding the optimization (minimization)  of these features 

based on relative importance. Figure 4 shows the decision tree 

by which the features of the CBE are filtered. 

 
Fig. 4. Decision Tree filtering features based on relative 

importance 

 

The above mentioned figure 4 shows the results of the 

optimization process. The result provided by decision tree 

indicated that three out of nine factors are important to decide 

regarding performance. The resulted factors are Extended 

knowledge, recall knowledge and  loyalty. 

4.2 Influence Diagram 

Concerning the modeling process of the employee 

evaluation’s uncertainties, the influence diagram is used to 

represent the real situation where a decision-maker is looking 

forward to expect the employee specialization (Scientific/Art) 

according to the three uncertainties including attitudes, 

knowledge and skills: 

 

Fig 5: Influence diagram of ECE 

4.3 Bayesian Networks and conditional 

probability: 

In this study the Bayesian Net is employed to model and 

implement the uncertainty problem of employee’s 

competency based evaluation using the pearl algorithm for 

computing the conditional probability of each uncertain 

feature in term of other features. Figure 5 shows the model 

and conditional probabilities of the problem’s uncertainties. 
 

 

Fig 6: Bayesian Net 

 

Table 1 shows the adjacent matrix that 

represents the dependencies among the uncertain 

variables or features. 

 

 

 

 

 

 

 



International Journal of Computer Applications (0975 – 8887)  

Volume 71– No.5, June 2013 

21 

Table 1. Adjacent matrix of nodes connectivity 

 E L R S/A 

E 0 1 1 0 

L 0 0 0 1 

R 0 0 0 1 

S/A 0 0 0 0 

 

5. Implementation, Pseudo code & 

Empirical Testing  

This study aims at making factor optimization, modeling the 

uncertainties and finally making decision through the 

utilization of AI tools including relative importance, 

conditional probability modeling and decision regarding 

uncertain situation. 

Therefore, it seems more appropriate to discuss the 

implementation and testing through two sub sections reveal. 

First section provides a brief explanation of the practical 

implementation of the problem.  In the second section, the 

development of the new optimization algorithm is discussed.   

5.1 Practical Steps 

It is clearly seen that decision tree (DT) is utilized as a 

decision tool for filtering and optimizing 9 factors including 

attitudes (Loyalty, Self Trust and commitment), knowledge 

including (recall, concept and extended, strategic) and skills 

(technical and task) into 3 factors (extended, recall and 

loyalty) based in relative importance. The second practical 

step that is followed by the researcher is to compute the 

conditional probability of the features depending on the 

randomly initialized data set, where this dataset includes 100 

cases for employees’ evaluation (50 cases for the employees 

with scientific specialization and 50 for the employees with 

Art specialization). 

The final step is to model and implement the optimized three 

factors in order to recognize any input probe signature or case. 

5.2 Proposed Optimization Algorithm 

(PSEUDO code) 

The following PSEUDO code shows the proposed algorithm 

which is developed in order to optimize the Employees 

Competency based Evaluation problem ECE. 

 

 

 
Fig 6: PSEUDO Code 

6. RESULTS 

Based on the AI modeling and the empirical 

testing of the developed algorithm, it is found that: 

 There is an essentiality to model the uncertainties in 

order to recognize and conceptualize the interaction 

among the system factors, and therefore the basic step 

toward the assessment is done [11]. 

 

 Employing the artificial models such as Bayesian nets 

and decision tree leads to minimize the recognition 

features of  competency based assessment from 9 

features (loyalty, self trust, commitment, recall 

knowledge, concept knowledge, extended, strategic, 

technical and task) into 3 features including recall 

knowledge, loyalty and extended. Consequently, this will 

affect the satisfaction of the top level management 

positively [12]. 

 

 The decrease in the features of the performance 

recognition will have a positive influence on the speed of 

evaluation, and also, it will minimize the size of data 

entry, and thus the efficiency of the system will be 

increased.  

 

 Utilizing the AI methods in the system planning and 

design has a positive impact on the level of user 

interaction, and therefore, the satisfaction and 

performance are increased as well [11,12]. 

 

7. CONCLUSION 

The aim of this study is to minimize the features of 

competency based evaluation process through developing a 

new optimization algorithm. Therefore, this study has an 

innovative spirit and a multidisciplinary trend as it merges the 

concepts, practices and techniques from several fields: 

information system, artificial intelligence and information 

management. Practically the developed algorithm is 

concerned with the optimization of the appraisal system of 

CBE. The main steps of this algorithm are to minimize the 

Features that recognize the employee performance, modeling 

the competency based evaluation approach using Bayesian 

network and Pearl probabilistic algorithm, and then solving 
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the uncertainty problem through using the aspect of decision 

support system. The results of the experimental testing 

indicated that this algorithm would have a positive impact on 

the quality and accuracy of decision making at the senior 

level. Thus, it is expected that the proposed optimization 

algorithm would increase the efficiency of the competency 

based evaluation. 
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