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ABSTRACT
 

The medical monitoring devices are more sensitive for the 

biomedical signal recording and need more accurate results 

for every diagnosis. The low frequency signal is destroyed by 

power line interference of 50 Hz noise, this noise is also 

source of interference for biomedical signal recording. The 

frequency of power line interference 50 Hz is nearly equal to 

the frequency of ECG, so this 50 Hz noise can destroyed the 

output of ECG signal. One way to remove the noise is to filter 

the signal with a notch filter at 50 Hz. However, due to slight 

variations in the power supply to the hospital, the exact 

frequency of the power supply might (hypothetically) wander 

between 47 Hz and 53 Hz. A static filter would need to 

remove all the frequencies between 47 and 53 Hz, which 

could excessively degrade the quality of the ECG since the 

heart beat would also likely have frequency components in the 

rejected range. To circumvent this potential loss of 

information, an adaptive filter has been used. The adaptive 

filter would take input both from the patient and from the 

power supply directly and would thus be able to track the 

actual frequency of the noise as it fluctuates [2]. 

Keywords:  
Biomedical signals, Physiological, signal Processing, EMG 

Signals, Diagnostic Instrumentation. 

INTRODUCTION 
The electrocardiograph (ECG) is an instrument, which records 

the electrical activity of the heart. ECG provides valuable 

information about the wide range of the cardiac disorders such 

as the presence of an inactive part or an enlargement of heart 

muscle. ECG is used in characterization laboratory, coronary 

care unit and for routing diagnostic application in cardiology.  

Although the electric field generated by the heart can be best 

characterized by vector quantity, its generally convenient to 

directly measured only scalar quantity, a voltage difference of 

mV order between the given point of the body.  Most of the 

electrophysiological signals have frequencies between dc (0 

Hz) and 3000 Hz and amplitudes ranging between 10 

microvolt‟s and 10 milli-volts [3][1]   as shown in Table 1, 

below. 

Table 1   Electrophysiological Signals 

Signal Biological 

source 

Average 

amplitude 

Frequency 

Electrocardiogram 

(ECG) 

Heart 1-5 mV 0.05-100 

Hz 

Electroencephalogra

m (EEG) 

Brain 10-50 V 0-150 Hz 

Electromyogram 

(EMG) 

Muscles 0.1-1 mV 40-3000 Hz 

Electrooculogram 

(EOG) 

Eyeball 0.05-3.5 

mV 

0-125 Hz 

  

The amplifier and writing part should fatefully reproduce 

signal in this range. A good low frequency response is 

essential to ensure the stability of baseline. Due to their low 

levels and their frequency spectra, these signals can be easily 

swamped out by noise pick-ups from the power lines So 

before these signals can be further processed to establish the 

diagnostic values, their signal-to-noise ratio must be improved 

by removing the contaminating 50 Hz interference from the 

power line. 

Since there is a spectral overlap between the desired signals 

and interfering 50 Hz from electric power system, the removal 

of power line interference must be such that the diagnostic 

information in the frequency range around 50 Hz is less 

affected. 

Significant Features of ECG Waveform: A typical scalar 

electrocardiographic lead is shown in Fig.1, where the 

significant features of the waveform are the P, Q, R, S, and T 

waves, the duration of each wave, and certain time intervals 

such as the P-R, S-T, and Q-T intervals. ECG signal is 

periodic with fundamental frequency determined by the 

heartbeat. Each significant feature of ECG signal can be 

represented by shifted and scaled versions one of these 

waveforms as shown below [4]. 

 QRS, Q and S portions of ECG signal can be represented 

by triangular waveforms. 

 P, T and U portions can be represented by triangular 

waveforms. 

Once each of these portions generated, they can be added 

finally to get the ECG signal. So the generated output ECG 

signal by MATLAB is shown in Fig.2. 

 

                                   Fig.1 Typical one-cycle ECG signal         
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.  

Fig.2 Typical ECG output waveform simulated in 

MATLAB 

Objective  

This study mainly deals with the various aspects of Adaptive 

Noise Cancellation and usage in different applications. The 

major objectives of this thesis can be listed as follow: 

 

• This task involves the study of the   principle of Adaptive 

Noise Cancellation and its Applications. 

• Cancellation of Electric power noise (50 Hz) from ECG 

signal by the designing and implementation of different 

adaptive algorithms based upon FIR filters using 

MATLAB software [6].  

• The LMS algorithm can be easily modified to normalized 

step-size version known as the normalized LMS 

algorithm. NLMS, not only provides a potentially faster 

adaptive algorithm, but also guarantee a more stable 

convergence response to variation of input signal power   

Basic Structure of an Adaptive Filter  

An adaptive is essentially a digital filter with self adjustment 

characteristics. It consist  of two distinct part a digital filter 

with adjustable coefficient, and an adaptive algorithm, which 

is used to adjust or modify the coefficient of the filter as 

shown in Fig 3 where two input signal d(n) and u(n) are 

applied simultaneously to the adaptive filtering system. The 

signal d(n) is measured signal obtained using some sensor 

(also called desired signal) and it is contaminated signal  

containing both the actual signal and noise and interference 

signal, assumed uncorrelated with each other. The signal u(n) 

is reference input signal and is also obtained using some 

sensor and it provide a measure of the contaminating  signal 

which is correlated in some way with noise and interference in 

the measured signal.  

In most adaptive system, digital filter used is FIR because of 

simplicity and guaranteed stability. Mostly FIR filter is 

implemented using direct form structure. However, lattice 

structure is preferred in some application like speech signal 

processing. The filter coefficient at time n is given by vector 

w (n) of length M, where M represents length of FIR filter. As 

filter is M tap, we consider M sample of input u(n) at time n 

as another vector u(n) of M.  

We can write  

             W (n) = [w0 (n)w1(n)…..wM-1(n)]T               (1)                                                         

              u(n)=[u(n)u(n-1)…..u(n-M+1)]                  (2)                                                          

       The output filter  
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(3)                                                        

 
       Fig. 3   Block diagram of an adaptive filter  

Adaptive Algorithm 

Least Mean Square (LMS) Algorithm 

The LMS is an approximation of the steepest descent 

algorithm, which uses an instantaneous estimate of the 

gradient vector. The estimate of the gradient is based on 

sample values of the tap input vector and an error signal. The 

algorithm iterates over each tap weight in the filter, moving it 

in the direction of the approximated gradient. The idea behind 

LMS filters is to use the method of steepest descent to find a 

coefficient vector n w which minimizes a cost function 

[8][23].   

 The LMS algorithm can be explain as 

  The output y (n) of FIR filter structure can be obtained from                   

1

0

( ) ( ) ( )
N

m
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
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                       (4)                                                             

 Where n is no. of iteration 

 The error signal calculated by Eq. (5.5)  

          e (n) = d(n) - y(n)                                      ( 5)                                                      

The filter weights are updated from the error signal e (n) and 

input signal u(n) as in Eq. (5.6) 

      w(n+1) = w (n) +µe (n) u (n)                          (6)                                                             

where w(n) is the current weight value vector, w(n+1) is the 

next weight value vector, u(n) is the input signal vector, e(n) 

is the filter error vector and μ is the convergence factor which 

determine the filter convergence speed and overall behavior 

[11]. 

LMS Algorithm 

In practical application of adaptive filtering, a fixed step size 

Algorithm is required for 

(i) Easier implementation 

(ii) Single adjustable parameters µ for controlling the 

convergence rate but slow convergence. 

Normalized LMS (NLMS) Algorithm 

Normalized Least Mean Square (NLMS) is actually derived 

from Least Mean Square (LMS) algorithm. The need to derive 

this NLMS algorithm is that the input signal power changes in 

time and due to this change the step-size between two 

adjacent coefficients of the filter will also change and also 

affect the convergence rate. Due to small signals this 

convergence rate will slow down and due to loud signals this 

convergence rate will increase and give an error. So to 

overcome this problem, try to adjust the step-size parameter 

with respect to the input signal power. Therefore the step-size 

parameter is said to be normalized. When design the LMS 

adaptive filter, one difficulty we meet is the selection of the 

step-size parameter μ. The main drawback of the pure LMS 
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algorithm is that it is sensitive to the scaling of its input u (n). 

This makes it very hard to choose a learning rate μ that 

guarantees stability of the algorithm [25]. 

 When the convergence factor μ is large, the algorithm 

experiences a gradient noise amplification problem. In order 

to solve this difficulty, the NLMS (Normalized Least Mean 

Square) algorithm is used. The correction applied to the 

weight vector w(n) at iteration n+1 is “normalized” with 

respect to the squared Euclidian norm of the input vector u(n) 

at iteration n. We may view the NLMS algorithm as a time-

varying step-size algorithm, calculating the convergence 

factor μ as in Eq.5.7 

 

                                         
2

( )
( )

µ n
c u n




  
                                                                

(7) 

where α is the NLMS adaption constant, which optimize the 

convergence rate of the algorithm and should satisfy the 

condition 0<α<2, and c is the constant term for normalization 

and is always less than 1. The Filter weights are updated by 

the Eq. (8).              

2
( 1) ( ) ( ) ( )

( )
w n w n e n u n

c u n


  

  
                                             

(8) 

Normalization algorithm results in smaller step size values 

than the conventional LMS algorithm. The normalized 

algorithm usually converges faster than the LMS algorithm, 

since it utilizes a variable convergence factor aiming at the 

minimization of the instantaneous output error. 

Comparison between LMS & NLMS 

ECG signals which are generated contain noise signal. To 

reduce these noise signals LMS algorithm and NLMS 

algorithm are used. Here two algorithms are studied and 

output results for noise cancelling are shown in Fig. 4 & Table 

2. It is clear that these algorithms remove the noise efficiently 

present in the ECG signal and the performance of NLMS is 

better than LMS.        

 
                                                         (a) 

                   (b)

 
 (c) 

 Fig. 4 (a) ECG signal (b) LMS algorithm (c) NLMS 

algorithm 

          Table 2  Summary of ECG noise cancellation  

 S. 

No. 

Algorithm  Percentage of noise  

cancellation  

   1  LMS 48.34% 

  2                          NLMS 59.54% 

Flowchart of the NLMS algorithm 

The flowchart of the NLMS algorithm is very important for us 

to orient all steps we need to do in the simulation. This is 

shown in the figure 5 given below. 

 

                                                

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                        

 

 

 

 

Fig. 5 Flowchart of NLMS algorithm 

Start 

Initialize w(0) = 0,get  filter 

Length  M,  size μ 

Compute Error 

e(n)=d(n)-y(n) 

Update co-efficent 

w(n+1)=w(n)+ μe(n) /ǀ u(n) ǀ2 

Compute μ .e(n)/ ǀ u(n)ǀ2 

 2 

Take d (n) and u (n) as input 

Buffer and filter u (n) to get  

y (n)=w(n)T.u(n) 
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Adaptive Filter Algorithms 

In these code segments, the purpose need to obtain is 

processing and performing the LMS and NLMS algorithms. 

The comparison below between the theories the simulation 

parts (MATLAB code) may bring the better understanding 

about not only the algorithm but the programming work. 

The summary of the algorithms (LMS, NLMS) and the code 

segments are demonstrated in the given below. 

SIMULATION:  

Implementations of LMS Algorithm: 

 Initialization:   If prior knowledge of the tap weight 

vector  w(n) is available, use it to select an 

appropriate value for w(n),otherwise, set w(0)=0. 

Take,0<u<(1/M, Smax) Where: Smax=the maximum 

value of PSD of the tap input u(n) 

 Data: 

                      Give              u (n) = M by 1 tap input vector at 

time n,                                     

                                            d (n) = desired response at time n                                       

 To be computed:   w (n) = estimate of tap-weight vector at 

time n  

 Computation:          y (n) = w (n).u(n) 

                                            e(n) = d(n) - y(n) 

                                      w (n+1) = w (n) +µ.e (n).u (n) 

                                                                                                                          

             Table 3 Least Mean Square (LMS) algorithm   

S. 

No. 

 LMS algorithm 

1 Initial Conditions 

: 

0<  µ  < 1 

   Length of Adaptive 

filter=L 

  Input  vector:   

u[0,0,0…0]T 

Wight vector:  

w[0,0,0…0]T     

   

 For each instant 

of time, n = 1, 

2,…, compute: 

 =  1, 2, 3…, compute: 

2 Output signal: y(n) = wT . u(n); 

3 Estimation Error: e(n) =  d(n)-y(n); 

4 Tap-Weight 

Adaptation:          

w (n+1)  = w + 2 µ 

.e(n).u(n); 

 

Implementations of NLMS Algorithm 

In standard form of least mean square (LMS) filter in 

adjustment applied to the tap weight vector of the filter at 

iteration n consist of product of three terms: 

(i) The step size parameter µ, which is under the 

designer‟s control. 

(ii) The tap input vector u(n),which is supplied by a 

source of information. 

(iii) The estimation error e(n),which is calculated at 

iteration n. 

The adjustment is directly proportional to the tap input vector 

u(n). Therefore, when u(n) is large, the LMS filter suffer  

from gradient noise amplification problem. Also, the 

maximum step size u guarantee stability signal, u (n). One 

important technique for optimizing speed of convergence 

while maintaining the adjustment applied to tap weight vector 

at iteration n+1 is „normalized‟ with respect to the squared 

Euclidean norm of the tap –input vector u(n) at iteration n –

hence the term “normalized”. It can be briefly described as 

follows:    

 

 Initialization:  If prior knowledge of the tap weight 

vector w(n) is available, use it to select an 

appropriate value for w(0), otherwise set w(0)=0. 

Take, 0<


<2(E[ǀ u (n) ǀ2 ]D (n)/E [ ǀ e (n) ǀ 2]); 

where , E[ǀ u (n) ǀ2 ] = input signal power , E [ ǀ e (n) 

ǀ 2] = error signal power , D (n) mean square 

deviation of weight vector. 

 

 Data :   

       Given               u (n) =M by 1 tap input vector at time n. 

                                d (n) = desired response at time n. 

          To be computed      

w(n) = estimate of tap-weight vector at time n.  

 Computation:                y (n) = w (n)T. u (n) 

                                              e(n) = d(n) - y(n) 

        w (n+1) = w (n) +µ.e (n).u (n)/ 


u(n)
 2 

 

The algorithm required 2*M+1 addition and 2*M+1 

multiplication at any iteration n where M is the tap length or 

filter order.  The computation complexity depends on the 

order of the filter and it must be carefully chosen. The 

following figure shown the flow chart to implement the 

algorithm  

 

Table 4 Normalized Least Mean Square (NLMS) 

algorithm 

S.No                              

NLMS  

 Al     algorithm  

1 Initial Conditions:  0< α < 2 and c is small constant. 

   Length of Adaptive filter=L 

  Input  vector:  u[0,0,0…0]T 

Wight vector:  w[0,0,0…0]T     

   

 For each instant of time, n = 1, 2,…, compute:  

2 Output signal: y(n) = wT . u(n); 

3 Estimation Error: e(n) =  d(n)-y(n); 

4 adaption step size: w(n)+[2 α/c+u(n)T.u(n)]e(n)u(n) 

 

w (n+1)  =  w + 2 µ .e(n).u(n); 
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Results: 

 

LMS algorithm:  In this case µ =0.05, Filter length is 15, 20, 

25 and 1400   iterations Fig. 6, 7, 8 given below.    

Figure 6  LMS algorithm where µ=0.05, Filter length = 15 

 
      Fig.7  LMS algorithm where µ=0.05, Filter length=20  

 

 

  Fig. 8  LMS algorithm where µ=0.05, Filter length = 25 

 

LMS algorithm: In this case µ =0.09, Filter length is 15, 20, 

25, 35 and 1400 iterations   Fig. 9, 10, 11 given below.  

  

         Fig. 9  LMS algorithm where µ=0.09, Filter length = 

15 
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         Fig. 10 LMS algorithm where µ=0.09, Filter length = 

20 

Fig. 11  LMS algorithm where µ=0.09, Filter length = 25  

 

NLMS algorithm: In this case c = 0.019, α = 0.102, Filter 

length  is 15, 20, 25, 30, 35  and 1400 iterations Fig. 12, 13  

shown in given below.  

 
     Fig. 12 NLMS algorithm where c=0.019, α=0.102, Filter 

length = 15 

 

Fig. 13 NLMS algorithm where c=0.019, α=0.102, Filter 

length = 25 
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NLMS algorithm:   In this case c= 0.019, α=0.102, Filter 

length  is 40 and 1400 iterations in Fig. 14 shown given 

below.                         

  
Fig. 14 NLMS algorithm where c=0.019, α=0.102, Filter 

length. = 40     

The objective was to optimize different adaptive filter 

algorithms so that we can reduce interference. In this work, 

different Adaptive algorithms were analyzed and compared.  

The parameter, LMS step size µ play important role in 

determine the convergence speed and stability. Convergence 

speed can be controlled by parameter step size µ. I have plot 

LMS response for step size µ=0.05 and µ=0.09 with different 

filter length 15, 20, 25, 30. I observed that with increased 

filter order, accuracy increased and with increased step size 

convergence rate took place fast. 

These results shows that the LMS algorithm has slow 

convergence but simple to implement and gives good results 

if step size is chosen correctly and is suitable for stationary 

environment. The merits of LMS algorithm is less 

consumption of memory and amount of calculation.  

The NLMS algorithm changes the step-size according to the 

energy of input signals hence it is suitable for both stationary 

as well as non-stationary environment. The implementation of 

algorithms was successfully achieved for c = 0.019, α = 0.102, 

filter length is 15, 20, 25, 40 and 1400 iterations.  

The noise cancellation performance of NLMS was observed 

consistently better when compared with LMS algorithm.  
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