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ABSTRACT 

In fields such as medical, art galleries, museums, archaeology, 

medical imaging, trademark databases, criminal 

investigations, images especially the digital images grow in 

quantities of thousands and sometimes even lakhs every year. 

Content based image retrieval is required from such large 

databases. This paper compares various CBIR techniques 

based on difference in generating feature vectors in the 

transform as well as the non-transform domain. Euclidean 

Distance is used for the purpose of similarity measure. Four 

performance evaluation parameters namely, precision, recall, 

LIRS and LSRR are used.  
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1. INTRODUCTION 

The very large numbers of images are being generated from a 

variety of sources (digital camera, digital video, scanner, the 

internet etc.) which have posed technical challenges to 

computer systems to store/transmit and index/manage image 

data effectively to make such collections easily accessible. 

Image compression deals with the challenge of storage and 

transmission, where significant advancements have been 

made [1,4,5]. The challenge to image indexing is studied in 

the context of image database [2,6,7], which has become one 

of the promising and important research area for researchers 

from a wide range of disciplines like computer vision, image 

processing , image database and recognition systems. 

       The thirst of better and faster image retrieval techniques 

is increasing day by day. The ambiguity in text based retrieval 

emphasizes the need of a better and faster retrieval system. 

That is why CBIR becomes more important. Some of 

important applications for CBIR technology could be 

identified as art galleries, museums, archaeology [3], 

architecture design [8,13], geographic information systems 

[5], weather forecast [5], medical imaging [5], trademark 

databases, criminal investigations, image search on the 

Internet. 

2. CONTENT BASED IMAGE 

RETRIEVAL 

In literature the term content based image retrieval (CBIR) 

has been used for the first time by Kato et.al. [4], to describe 

his experiments into automatic retrieval of images from a 

database by colour and shape feature. The typical CBIR 

system performs two major tasks. The first one is extraction 

of feature vector which consists of various feature 

components. It is generated to represent the content of each 

image in the database with accuracy and uniqueness. The 

second task is similarity measurement (SM), where a distance 

between the feature vector of the query image and the feature 

vector of each image in the database is measured, compared 

and this is used to retrieve the top “closest” images. 

      For feature extraction in CBIR there are mainly two 

approaches [5] feature extraction in spatial domain and feature 

extraction in transform domain. The feature extraction in 

spatial domain includes the CBIR techniques based on 

histograms [5], BTC [1,2]. The transform domain methods are 

widely used to extract image features. Many current CBIR 

systems use Euclidean distance [1-3] on the extracted feature 

set as a similarity measure. The Direct Euclidian Distance 

between image P and query image Q can be given as equation 

1, where Vpi and Vqi are the feature vectors of image P and 

Query image Q respectively with size ‘n’. 
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Figure 1: CBIR System 

In a typical content-based image retrieval system as shown in 

figure above, the visual contents of the images in the database 

are extracted and described by feature vectors. The feature 

vectors of the images in the database form a feature database. 

To retrieve images, users provide the retrieval system with 

example images. The system then changes these examples 

into its internal representation of feature vectors. The 

similarities /distances between the feature vectors of the query 

example and those of the images in the database are then 

calculated and retrieval is performed. This provides an 

efficient way to search for the image database. Recent 

retrieval systems have also began with taking the feedback 

from users for making further improvements in the retrieval 

results. 

3. COMPARISON OF TECHNIQUES 

Various CBIR systems were studied and all of these systems 

discuss different techniques of feature vector generation. All 

of these techniques are discussed briefly in this section. 

3.1 All Image Co efficient [11] 

In this method all image pixels are considered as feature 

vector and Euclidean distance is used to find the best match. 

Precision and Recall has been calculated to check the retrieval 

performance of the system. 

3.2 Row Mean of Image (RM) [11] 

In this method, Feature Vector is generated by calculating row 

mean of all pixels in the row of image matrix for all three 

planes i.e. R,G,B. Euclidean distance is used as the similarity 

measure and the performance is evaluated using precision and 

recall. 

3.3 Column Mean of Image (CM) [11] 

In this method, Feature Vector is generated by calculating 

column mean of all pixels in the column of image matrix for 

all three planes i.e. R,G,B. Euclidean distance is used as the 

similarity measure and the performance is evaluated using 

precision and recall. 

3.4 Row & Column Mean of Image (RCM) 

[11] 

In this method, Feature Vector is generated by calculating row 

and column mean of all pixels in the column of image matrix 

for all three planes i.e. R,G,B. Euclidean distance is used as 

the similarity measure and the performance is evaluated using 

precision and recall. 

3.5 Backward Diagonal Mean of Image 

(BDM) [11] 

In this method, Feature Vector is generated by calculating 

backward diagonal mean of all pixels in the column of image 

matrix for all three planes i.e. R,G,B. Euclidean distance is 

used as the similarity measure and the performance is 

evaluated using precision and recall. 

3.6 Forward Diagonal Mean of Image 

(FDM) [11] 

In this method, Feature Vector is generated by calculating 

forward diagonal mean of all pixels in the column of image 

matrix for all three planes i.e. R,G,B. Euclidean distance is 

used as the similarity measure and the performance is 

evaluated using precision and recall. 
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3.7 Forward & Backward Diagonal Mean 

of Image (FBDM) [11] 

In this method, Feature Vector is generated by calculating 

forward and backward diagonal mean of all pixels in the 

column of image matrix for all three planes i.e. R,G,B. 

Euclidean distance is used as the similarity measure and the 

performance is evaluated using precision and recall. 

3.8 T-Gray [12] 
‘T’ is the type of transform applied. It could be DCT or Walsh 

in our case. 

In this method, the feature vector space of each image of size 

NxN has NxN number of elements. This is obtained using 

following steps of T-Gray 

1. Extract Red, Green and Blue components of the 

color image. 

2. Take average of Red, Green and Blue components 

of respective pixels to get gray image. 

3. Apply the Transform ‘T’ on gray image to extract 

feature vector. 

4. The result is stored as the complete feature vector 

‘T-Gray’ for the respective image. 

Thus the feature vector database for DCT and Walsh 

transform are generated as DCT-Gray and Walsh-Gray 

respectively. 

3.9 T-RGB [12] 
In this method, the feature vector space of each image of size 

NxNx3 has NxNx3 number of elements. This is obtained 

using following steps of T-RGB: 

1. Extract Red, Green and Blue components of the 

color image. 

2. Apply the Transform ‘T’ on individual color planes 

of image to extract feature vector. 

3. The result is stored as the complete feature vector 

‘T-RGB’ for the respective image. 

Thus the feature vector database for DCT and Walsh 

transform are generated as DCT-RGB and Walsh-RGB 

respectively. Here the size of feature database is NxNx3. 

Query Execution for ’T-RGB’ CBIR and CBIR using 

‘Fractional-T-RGB’ is similar as T-gray image as mentioned 

above. 

3.10 Row Mean of Transformed Column 

Image [13] 
This technique of CBIR can be explained using following 

steps: 

1. Apply transform T on the column of image of size 

NxN (INxN) to get column transformed image of the same 

size (cINxN) 

cINxN(column transformed) = [TNxN] [INxN]  

2. Calculate row mean of column transformed image 

to get feature vector of size N (instead of N2) 

3. The feature vector is considered with and without 

DC component to see variations in results. Then Euclidean 

Distance is applied to obtain precision and recall. 

3.11 DCT Sectorization [8,14] 
The rows in the discrete cosine transform matrix have a 

property of increasing sequency. Thus zeroeth and all other 

even rows have even sequencies whereas all odd rows have 

odd sequency. To form the feature vector plane the 

combination of co-efficient of consecutive odd and even co-

efficient of every column is taken and even co-efficient is put 

on x axis and odd co-efficient on y axis of logical plane; thus 

taking these components as coordinates a point in x-y plane is 

obtained. An even-odd component plane for feature vector 

generation taking mean value of all the vectors in each sector 

with sum of absolute difference and Euclidean distance as 

similarity measures is taken. In addition to these; the feature 

vectors are augmented by adding two components which are 

the average value of zeroeth and the last row and column 

respectively. Thus for 4, 8, 12 & 16 DCT sectors 8, 16, 24 and 

32 feature components along with augmentation of two extra 

components for each color planes i.e. R, G and B are 

generated. Thus all feature vectors are of dimension 30, 54, 72 

and 102 components. 

3.11.1 Four Sectors [8] 
In this method, the DCT of the color image is calculated in all 

three R, G and B planes. The even rows/columns components 

of the image and the odd rows/columns components are 

checked for positive and negative signs and the values are 

assigned to respective sectors accordingly.  

3.11.2 Eight Sectors [8] 
In this method, each quadrant formed in the previous obtained 

4 sectors are individually divided into 2 sectors each 

considering the angle of 45 degree. In total we form 8 sectors 

for R,G and B planes separately. 

3.11.3 Twelve Sectors [8] 
In this method, each quadrants formed in the previous section 

of 4 sectors are individually divided into 3 sectors each 

considering the angle of 30 degree. In total we form 12 sectors 

for R,G and B planes separately. 

3.11.4 Sixteen Sectors [8] 
In this method, sixteen sectors are obtained by dividing each 

one of eight sectors into two equal parts. 

3.12 DCT-DST Sectorization [9,15] 
This technique of CBIR can be explained using following 

steps: 

1. Formation of the DCT-DST plane. 

2. Sectorization of the DCT-DST Plane. 

3. The average value of each segment of a particular 

sector were taken as feature vector components 

To form the DCT-DST plane; the DCT co-efficient from 

column 2 to column N of a row wise DCT transformed image 

is extracted where N is number of columns in the image; and 

DST co-efficient from the column 1 to column N-1 of row 

wise DST transformed version of the image is extracted. The 

combination of these extracted co-efficient values are used to 

form the DCT-DST plane where DCT coefficient values are 

on X axis and DST co-efficient on Y axis. Now taking these 

components as coordinates, a point in X-Y plane is obtained. 

The average value of each segment of these sectors of all three 

planes i.e. R, G and B is considered to generate the feature 

vector. The average of co-efficient values of first column of 

DCT transformed image and the average magnitude of last 

column co-efficient values of DST transformed of the same 

image is then taken for the augmentation to the feature 

vectors. For 4 sectors, there are 8 feature components and 2 

augmentation components per plane, i.e., 8+2 feature vectors 

per plane. Thus the feature components along with the 

augmentation of extra components for each color planes i.e. 

R, G and B generates feature vectors of dimension 30, 54, 72 

and 102 components for 4,8,12 and 16 sectors respectively.  

Sectorization here is done similarly as mentioned in the 

sections 3.14.1., 3.14.2., 3.14.3. and 3.14.4. respectively of  

Section 3.14. 

3.13 Density Distribution in Walsh 

Transform [10,16] 
The Walsh transform is considered by multiplying all sal 

functions by j and combining them with real cal functions of 

the same sequency. Thus it is possible to calculate the angle 

by taking tan inverse of sal/cal. However the values of tan are 
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periodic with the period п radians and hence it can resolve 

these values in only two sectors. To get the angle in the range 

of 0-360 degrees, these points are divided into four sectors. 

These four sectors are further divided into 8, 12 and 16 

sectors. The density distribution of sal and cal in each sector is 

considered for feature vector generation. Each Walsh sector is 

represented by single percentage value of sal-cal distribution 

in particular sector with respect to all sectors for feature 

vector generation; and is calculated as follows: 

(Total number of sal in particular sector) 

------------------------------------------------- X 100     (2)                

(Total number of sal in all sectors) 

In this technique, Sectorization is done similarly as mentioned 

in the sections 3.14.1., 3.14.2., 3.14.3. and 3.14.4. 

respectively. 

Thus for 8 and 12 & 16 Walsh sectors 8 and 12 feature 

components for each color planes i.e. R, G and B are 

generated. In all feature vector is of dimension 24, 36 and 48 

components. 

4. IMPLEMENTATION 

4.1 Databases 
The CBIR techniques (3.1-3.13) are tested on two image 

databases. One is: Generic Image Database which contains 

1000 variable size images spread across 11 categories of 

human being, animals, natural scenery and manmade things; 

Other is: Coil Image Database which consists of 1080 images 

of size 128x128x3. There are 15 different categories 

consisting of 72 images in each category.  [11-13] 

 

The CBIR techniques (3.14-3.16) are tested on the image 

database of 1055 variable size images spread across 12 

different classes such as Flower, Sunset, Barbie, Tribal, 

Puppy, Cartoon, Elephant, Dinosaur, Bus, Parrots, Scenery, 

and Beach. [8-10] 

4.2 Performance Evaluation Parameters 
To assess the retrieval effectiveness, precision, recall, LIRS 

and LSRR are used as statistical comparison parameters for 

the proposed CBIR techniques. The standard definitions for 

these measures are given by following equations. 

 

Precision = 
                                   

                                
             (3) 

Recall = 
                                   

                                           
 (4) 

LIRS = 
                                            

                                           
 (5) 

LSRR = 
                                      

                        
             (6) 

4.3 Results 
Figure 2 compares techniques (3.1-3.10) discussed in previous 

sections. It compares CBIR techniques in transform as well as 

non-transform domain. It is seen that RM-CD which is a non-

transform domain gives the best result amongst both 

transform and the non-transform domain. 

 

Figure 2: Graph of CBIR techniques (3.1-3.10) with highest precision & recall crossover values in transform & non transform 

domain with different methods for feature extraction. 

Figure 3 compares techniques (3.11-3.13). It is seen that 12 sectors in Walsh transform gives the best result amongst all the transforms. 
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Figure 3: Graph of precision/recall crossover point versus the transform techniques (3.11-3.13).

5. CONCLUSION 

5.1 Complexity 
It can be seen from table of complexities [11, 12] that, when 

using all the co-efficient of the image for feature extraction; it 

has the maximum complexity i.e., maximum number of 

additions and multiplications. In the non-transform domain, 

RM/CM, RCM & FDM/BDM have approximately almost 

equal complexity. In the transform domain, Walsh has the 

least complexity and least number of computations and no 

additions at all. DCT however proves better in image 

compression since the values get concentrated on the upper 

left corner of the image and the rest of the pixel values can be  

 

 

5.2 Space 

 

ignored. As compared to the above techniques, full image 

taken as a feature vector has the highest complexity and 

number of computations, followed by DCT, Walsh and the 

non-transform techniques (RM, CM, RCM, etc).  

techniques in the non-transform domain have minimum 

complexity and also provide the best results for image 

retrieval. 

 

 

 

 

 

 

 

 

Table 1: The transforms with their respective size of feature and augmentation components, image size for the respective 

sectorization. 

Transforms Sectors  Feature 

Components  

Augmentation 

components  

Size of each image 

(R,G,B) planes  

DCT  4 8 2 8*3+2*3=30 

DCT-DST  4 8 2 8*3+2*3=30 

Walsh  4 4 - 4*3=12 

DCT 8  16  2  16*3+2*3=54  

DCT-DST 8  16  2  16*3+2*3=54  

Walsh 8  8  -  8*3=24  

DCT 12 24 2 24*3+2*3=78 

DCT-DST 12 24 2 24*3+2*3=78 

Walsh 12 12 - 12*3=36 

 

From table 1, we can infer that a Walsh transformed image 

utilizes minimum space since it has no augmentation 

components and also the number of feature components 

doesn’t double the size of the sector unlike the other 

transforms. Also, as the number of images increases, the space 

saved by Walsh proves to be better. Therefore, in large 

databases, Walsh transform is most suitable. 

Thus, from the section 5.1 and 5.2, it can be seen that for 

CBIR, row mean in the non-transform domain and Walsh in 

the transform domain give the best results. And in the overall 

comparison of both the transform and the non-transform 

domain, Row Mean outperforms Walsh in terms of 

complexity as well as space. With respect to sectorization [8-

10], optimal results were found at 16 sectors for DCT and 

DCT-DST; and at 12 sectors for Walsh Transform. Further 

Sectorization i.e., 32 sectors, 64 sectors and so on can also be 

done and is a matter of research.  
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