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ABSTRACT 

Security in computing world is a serious issue and must be 

handle with utmost care, hence the need to always protect and 

secure our networks as more and more business are been 

conducted through the internet. The expansion of the World 

Wide Web has given unlimited access to attackers to prey on 

ignorant administrator who lacks basic knowledge of network 

security. Vulnerabilities in common security components such 

as firewalls, security patches, access control and encryption 

are inevitable, so hackers take advantage of these loopholes to 

break into computer networks.This paper presents the result of 

a research that was carried out using a medium interaction 

honeypot, a virtual machine ware workstation, snort software 

and entropy-based model for capturing, analyzing and 

detection of malicious traffic targeted at the network. A ring 

topology network of three system was design using virtual 

machine work station, a Snort software was installed on all 

the three machine to capture traffic on the network and 

entropy-based mathematical analysis was conducted on the 

traffic to detect attack/malicious traffic. The entropy 

H(x) = –  Pi ∗N
i=1 log2(Pi) where Pi = Ni/S. N is a set of 

positive integer that represent the total number of server on 

the network, ni  represent the size of the traffic in bytes and S 

represent the total length of the traffic that constitute the 

traffic. The result of the research work shows detection of 

malicious traffic and also limit the rate of denial of service 

targeted at the network. 
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1. INTRODUCTION 

In a physical structure, such as a building, strong materials for 

construction are used to provide the necessary security. By 

means of security, windows are located so that thieves can not 

access them easily; barriers are placed around the building 

and access is controlled on each entry. Besides these, systems 

of caution, alarms and cameras are placed to monitor the 

inside, in addition to properly equipped personnel, 

continuously, patrolling the installation. Similar to physical 

security, information security managers have utilized multiple 

technologies to keep their networks safe. Honeypots based on 

Anjali Sardana etal(2008) [4], a proactive detection 

mechanism, are machines that are not supposed to receive any 

legitimate traffic and, thus, any traffic destined to a honeypot 

is most probably an ongoing attack and can be analyzed to 

reveal vulnerabilities targeted by attackers. When they are 

connected to the Internet, any users other than their system 

administrator are unauthorized by definition and probably 

malicious. They yield much richer log and intrusion-detection 

data for attacks than is possible by monitoring ordinary 

computer systems or networks. Honeypots are often 

connected in networks called ―honeynets‖ to see how attacks 

exploit networks.  

There are mainly two reasons why information security 

continues to receive an increasing amount of attention. Firstly, 

new services providing critical services demand an increased 

level of security. Secondly, there is an ever growing increase 

in reported incidents and attempted attacks on computer 

systems. That is, not only are we more concerned with 

information security as a result of the impact a compromise 

would create on our lives, we also receive daily updates on 

discovered vulnerabilities and successful attacks.  

Common strategies for providing security focuses on the 

prevention of attacks, through the means of firewalls, security 

patches, access control etc. The downside to this approach is 

that it assumes that ―perfect‖ systems that are practically 

impenetrable can be built. History has however shown that 

this is relatively seldom the case, and even good systems 

suffer from the occasional fault. A better solution may be to 

assume that intrusions may occur and focus on handling them 

at that point in time. The challenge is to design systems that 

may tolerate intrusions and still being able to provide the 

given services. 

2. HONEYPOT 
A Honeypot can be characterized as a closely monitored 

network decoy serving several purposes. Honeypots can be set 

up to run any type of operating system and any number of 

services. The value of a Honeypot is directly proportional to 

the amount and type of information we can successfully 

obtain from it. Aside from information gathering, a Honeypot 

has the capabilities of distracting adversaries from more 

valuable machines on a network, and can provide early 

warning signs about a new type of attack or exploitation 

trends, and allows in-depth examination of adversaries during 

or after exploitation of a host. Another function that a 

Honeypot allows is the capturing the keystrokes typed by an 

adversary attempting to compromise the Honeypot – this 

provides particularly interesting insight if an intruder uses the 

compromised host as an IRC chat server. 

Their currently exist two types of Honeypots: a physical 

Honeypot  which is a real machine with its own IP address, 

and a virtual Honeypot which is simulated by another 

machine that responds to network traffic. Physical Honeypots 

are often labeled as high-interaction because the system can 

be completely compromised and are resource expensive to 

install and maintain. For example - if you wanted to 

implement physical Honeypots for a certain range of IPs on 

your LAN you would have to build a separate instance of a 

Honeypot for each physical IP address. Virtual Honeypots are 

often labeled as low interaction because of the low 

implementation and maintenance costs.    A virtual Honeypot 
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can simulate multiple Operating Systems, services and a 

separate TCP/IP stack for each instance of a Honeypot on that 

one machine. Virtual Honeypots are used more often than 

physical Honeypots because they require fewer computer 

systems, which in turn reduces maintenance costs, and also 

allows for a greater variety of hosts to be deployed and 

observed. Honeypots are important because they allow 

interaction between the attacker and the honeypot. 

Honeypots based on Anjali Sardana etal(2008) [4], a proactive 

detection mechanism, are machines that are not supposed to 

receive any legitimate traffic and, thus, any traffic destined to 

a honeypot is most probably an ongoing attack and can be 

analyzed to reveal vulnerabilities targeted by attackers. When 

they are connected to the Internet, any users other than their 

system administrator are unauthorized by definition and 

probably malicious. They yield much richer log and intrusion-

detection data for attacks than is possible by monitoring 

ordinary computer systems or networks. 

Honeypots can be classified into three different levels; Low-

Interaction Honeypots, Medium-Interaction Honeypots and 

High-Interaction Honeypots.  In terms of installation, 

configuration, deployment and maintenance, the low-

interaction honeypots are the easiest to implement. Basic 

services such as Telnet and FTP are emulated on low 

interaction honeypots. It limits the hacker to interact with only 

these few pre-configured services. For example, a honeypot 

could emulate a Windows 2000 server running with several 

services such as Telnet and FTP. A hacker could first telnet to 

the system to get a banner which would indicate what 

operating system the honeypot is running on. . The main 

objective of low-interaction honeypot is only to detect, such 

as unauthorized probes or login 

(http://www.securitydocs.com/library/2692[43].Low-

interaction honeypots can be easily installed on the system 

and configured to any of the services specified above.  This 

low-interaction honeypot is both easy to deploy and maintain.  

But to prevent the system from being fully exploited by 

hackers, there is a needs to ensure patch management on the 

host system and to conscientiously monitor the alert 

mechanisms.   Low-interaction honeypots have the lowest 

level of risk.  The honeypot cannot be used as a launch pad to 

attack other systems as there is no legitimate operating system 

for the hacker to interact with.  The low interaction honeypot 

is only good at capturing known attack patterns, but is 

worthless at interacting or discovering unknown attack 

signatures. (http://www.securitydocs.com/library/2692) [43]   

Another type of honeypot is the Medium-Interaction 

Honeypots. In terms of interaction, this is a little more 

advanced than low-interaction honeypots, but a little less 

advanced than high-interaction honeypots. Medium-

Interaction honeypots still do not have a real operating 

system, but the bogus services provided are more 

sophisticatedtechnically.(http://www.securitydocs.com/library

/2692).[43]   The final and most advanced of honeypots are 

the high-interaction honeypots.  These kinds of honeypots are 

really time-consuming to design, manage and maintain.  

Among the three types of honeypots, this honeypot possess a 

huge risk. But, the information and evidence gathered for 

3. Denial of Service attack (DoS). 

A Denial of Service (DoS) attack is commonly characterized 

as an event in which a legitimate user or organization is 

deprived of certain services, like e-mail or network  

 

connectivity, that they would normally expect to have. The 

widespread need and ability to connect machines across has 

caused the network to be more vulnerable to intrusions and 

has facilitated break-ins of a variety of types. According to 

CERTStatistics (http://www.cert.org/stats/cert) [6], a mere 

171 vulnerabilities were reported in 1995 which boomed to 

8064 in the year of 2006. Apart from these, a large number of 

vulnerabilities go unreported each year. DoS attacks based on 

Garber (2000) and Houle et al(2001) [16], inject maliciously-

designed packets into the network to deplete some or all of 

these resources. The attack power of a DoS attack is based on 

the massive number of attack sources instead of the 

vulnerabilities of one particular protocol. DoS attacks, which 

aim at overwhelming a target server with an immense volume 

of useless traffic from distributed and coordinated attack 

sources, are a major threat to the availability of resources and 

stability of the Internet. In many cases when a sustained high 

bandwidth attack reaches servers, it is not possible to contain 

the attack at border gateway as the offending packets have 

already consumed the finite bandwidth available, which 

makes resources unavailable to client. In this case, having a 

good relationship and clear communication channels with the 

servers are essential. High bandwidth attacks have a direct 

impact on the network. Diluted low rate attacks are critical 

component and remain undetected until the network 

functionality becomes unstable thus targeting Quality of 

Service (QoS). However, since Servers network are closer to 

the source of the attack they are in a better position to filter 

the offending traffic. 

4. SYSTEM  DESIGN 

The requirement for the design of the medium-level dynamic 

honeypot system include: An operating system such as 

Windows 2003 Professional, with a 1GHz processor, 512 Mb 

of RAM, with a 10/100 network card already and a CDROM 

or  DVD/RW drive.  Windows 2003 Professional was the best 

choice to since it can be secured the most from the operating 

systems, other operating system that can be use include: 

Windows XP, Windows 2000 Server and Windows 2003 

Professional.  A program called Snort was installed on the 

system.  This program is an open source network intrusion 

prevention and detection system utilizing a rule-driven 

language, which combines the benefits of signature, protocol 

and anomaly based inspection methods.  Snort is the most 

widely deployed intrusion detection and prevention 

technology worldwide and has become the de facto standard 

for the industry. (http://www.snort.org/) [41].  A system 

designed to redirect network traffic flow is positioned at the 

network gateway as point of presence (POP). All the traffic 

flows arriving at the Point of Presence (POP) of a destination 

network server to be protected from DoS attack are tagged as 

either legitimate or attack. Whenever a packet belonging to 

suspicious flow arrives at the POP, instead of sending that 

packet to the active FTP server or dropping it, it is redirected 

to honeypot server. This provides a proactive approach to 

mitigation against the attack because the FTP server is 

isolated from attack traffic and bandwidth of the links with 

FTP server will not be exhausted by the voluminous attack 

traffic. 
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Fig. 1.   The designed system. 

The system detect and characterize attacks treats DoS 

anomalies as events that disturb the distribution of traffic 

features. For example, a DoS attack, regardless of its volume, 

will cause the distribution of destination address to be 

concentrated on the victim address or server. As proposed by 

Sardana et al (2008) [4], we use entropy to capture the degree 

of dispersal or concentration of a distribution flow. The 

sample entropy H(X ) is 

𝐻 𝑋  = − (𝑃i) x 𝑙𝑜𝑔2(𝑃i)

𝑁

𝑖=1

                                 

Where  𝑃i = 𝑛i/S, N is a set of positive integer that represents 

total number of system (server) on the network, 𝑛i  represents 

a flow of traffic at i. The value of sample entropy lies in the 

range   0 𝑡ℎ𝑟𝑜𝑢𝑔ℎ 𝑙𝑜𝑔2N. The metric takes on the value 0 

when the distribution is maximally concentrated, i.e., all 

observations are the same. Sample entropy takes on the value 

𝑙𝑜𝑔2N when the distribution is maximally dispersed, i.e.  

n1=n2=….nn 

Figure 1 shows the request that are coming from 

client/attacker which have to go through entropy test at the 

point of presence (pop) to determine if the flow is legitimate 

or malicious. 

At the server node i (pop), a traffic flow is the aggregate of 

several legitimate and possibly of some attack, where l = (l1, 

l2, ... , lj , ... ,l(Nfl))are legitimate traffic flow and a =(a1, a2, 

...,ai, a(Nfa)) are attack or malicious flow. The set of flow FL 

contains a and l. The total traffic rate i arriving at pop is 

composed of two part. 

𝜕 =    
𝑛 𝜕 𝑛

𝑖
, n +     

𝑑 𝜕 𝑑
𝑖

, d    

  

Where  𝜕 𝑛
𝑖

, n is the legitimate incoming traffic rate which 

belongs to normal flow n, and 𝜕 𝑑
𝑖

, d is the arrival rate of 

attack packets belonging to flow d. Any traffic characterized 

as attack, its destination address changed to an honeypot 

system address and redirected at one of the randomly selected 

honeypot system. 

 

 

Fig. 2  Flowchart for redirection Algorithm 

4.1   Detection of attack 

A random process {X(t), t =j∆, j∈N} ,  where d a constant 

time interval is called time window, N is the set of positive 

integers that represents total number of servers, and for each X 

(t),t is a random variable. Here X (t) represents the number of 

packet arrivals for a flow in    {t -∆, t}. . X (t)  . It is found in 

Sardana et al (2008) [4] that simulation without attack that 

Entropy H(X ) value varies within very narrow limits after 

slow start phase is over. This variation becomes narrower if d 

is increased i.e. monitoring period. The average of H(X ) is 

taken and designated as normal Entropy  Hn(X ). To detect the 

attack, the entropy Hc(X ) is calculated in shorter time window 

d continuously, whenever there is appreciable deviation 

from Hn(X ) , attack is said to be detected. It is assume that the 

system is under attack at time ta , which means that all 

attacking sources start emitting packets from this time: the 

network is in normal state for time ta < t and turns into 

attacked state in time ta . a denote our estimate on ta At time td 

following event triggers 

(𝐻c(x)> (𝐻n(x)+ a x d)) U (𝐻c(x)< (𝐻n(x) - a x d))             

attack = true 
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5. SYSTEM IMPLEMENTATION. 

 

Fig.3  VM ware honeypot system. 

 

Fig.4 creating port for application. 

 

Fig.5  honeypot system. 

5. RESULTS. 

The data below shows the sample result in log file from the 

network packet at POP server: 

08/21-04:55:40.702060  [**] [1:1000002:1] extracting packet 

data from network connection attk[**] [Priority: 0] {TCP} 

192.168.0.130:100 -> 192.168.0.132:100 

08/21-04:55:41.830478  [**] [1:1000002:1] extracting packet 

data from network connection attk[**] [Priority: 0] {TCP} 

209.85.143.104:80 -> 192.168.0.130:1048 

08/21-04:55:41.626241  [**] [1:1000002:1] extracting packet 

data from network connection attk[**] [Priority: 0] {TCP} 

192.168.0.130:1049 -> 192.168.0.132:80 

08/21-04:55:42.141453  [**] [1:1000002:1] extracting packet 

data from network connection attk[**] [Priority: 0] {TCP} 

209.85.143.99:80 -> 192.168.0.132:1049 

08/21-04:55:42.410615  [**] [1:1000002:1] extracting packet 

data from network connection attk[**] [Priority: 0] {TCP} 

209.85.143.99:80 -> 192.168.0.132:1049 

08/21-04:55:42.830478  [**] [1:1000002:1] extracting packet 

data from network connection norm[**] [Priority: 0] {TCP} 

192.168.0.130:1049 -> 192.168.0.132:80 

08/21-04:55:42.255600  [**] [1:1000002:1] extracting packet 

data from network connection norm[**] [Priority: 0] {UDP} 

192.168.0.130:1050 -> 192.168.0.132:80 

 

The data below shows the result from the network packet 

from honeypot system 

08/21-02:55:40.702060  [**] [1:1000002:1] extracting packet 

data from network connection attk[**] [Priority: 0] {TCP} 

192.168.0.130:1048 -> 192.168.0.129:1048 

08/21-02:55:41.203766  [**] [1:1000002:1] extracting packet 

data from network connection attk[**] [Priority: 0] {TCP} 

209.85.143.104:80 -> 192.168.0.130:1048 

08/21-02:55:41.626241  [**] [1:1000002:1] extracting packet 

data from network connection attk[**] [Priority: 0] {TCP} 

192.168.0.130:1049 -> 192.168.0.132:80 

08/21-02:55:42.141453  [**] [1:1000002:1] extracting packet 

data from network connection attk[**] [Priority: 0] {UDP} 

209.85.143.99:80 -> 192.168.0.130:1049. 

 

Table 1. Traffic characterization at pop. 

The maximum value of entropy here is 0, so any value greater 

than 0 is an attack and any value lesser than 0 is categorize as 

normal traffic as shown from table 1 above. 

6. CONCLUSION 

A simple virtual network of three systems was designed to 

implement the concept of the system. This system was 

connected to the internet to allow interaction with the network 

The design and configuration of this honeypot was 



International Journal of Computer Applications (0975 – 8887) 

Volume 70– No.22, May 2013 

9 

implemented using a virtual machine(VM ware) workstation 

to detect attack or malicious traffic on a network. The Point of 

Presence (POP) server serve as a link to the two other 

systems; honeypot system and the application server with 

virtual application running in it to give the impression of the 

presence of useful resources. 
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