
International Journal of Computer Applications (0975 – 8887) 

Volume 70– No.20, May 2013 

11 

Speaker Recognition from Noisy Spoken Sentences 
 

Fatima K. Faek 
ELEC Dept. Engineering College, Salahaddin  

university, Kurdistan region , Iraq 

Abdulbasit K. Al-Talabani 
Computer Dept. Engineering College, Koya 

university, Kurdistan region , Iraq 
  

ABSTRACT 

In this paper a text independent speaker recognizer from 

controlled noisy speech signals has been investigated. A 

recorded data is used for 20 Kurdish speakers (10 males, and 

10 females) . The feature used in this work is the MFCC, and  

k-NN   is used as a classifier. The recognition performance 

from the noisy speech signals has been improved by a de-

noising technique using wavelet transform. The result show 

that the de-noising technique could improve the performance 

of speaker recognizer by about 36%. 
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1.  INTRODUCTION 

Perfect speaker recognition  from noisy speech signals is not 

easy due to some factors,  for example , noise changes  

acoustic features of a speaker , making them different to those 

of a clean signal. Recently, many researchers have studied  

different  techniques to reduce the effect of  the noise[1]. 

Choosing feature extraction technique is very important for 

efficient speaker recognition. Unnecessary information of the 

speech must be eliminated, keeping only those features that 

are applicable for classification. Additionally, robust feature 

selection is helpful for better estimation of the model 

parameters, and less computational time, and appliances is 

needed.[2]   

Mel-Frequency Cepstral Coefficients ( MFCC),  is used by  

researchers for speech and speaker recognition  [3], since  

MFCC carry  the vocal tract shape and length in addition to  

the frequency distribution that define  sounds,  , which are 

speaker specific features.  

 The aim of this  work is to use a de-noising technique to 

decrease the effect of  noise. MFCC feature  is used , since 

MFCC are the most popular choice for any speaker 

recognition system, though the tradeoff of using MFCC is that 

the signal is supposed  to be stationary in a given time interval 

,therefore it is not suitable for analyzing the non-stationary 

signals (noisy signals) [4], thus  a special de-noising technique 

is used here to avoid this problem.  

The effect of different types of noises has been studied by  

many researchers.[ 5] , studies the problem of speaker 

recognition using speech signals corrupted with 

environmental noise. [6], describes how much the phase 

information is efficient for speaker recognition process in a 

noisy condition? Researchers like [1], [7], propose a method 

for enhancing the acting of speaker recognizer under limited 

data condition in a noisy environment, while  , [ 8] studies an 

approach for speaker recognition in noisy condition using the 

multi-dimensional pulse signals . 

 [9] is a text independent study with the presence of noise, by 

using  MFCC  as feature and ANN as a classifier, [4] uses a 

technique for extracting the MFCC features by combining 

different types of AM-FM modulation/demodulation 

techniques for feature extraction  . Different   modifications 

are made by[10-13] to avoid  the tradeoff  of using MFCC 

with noisy signals. 

2.  THE DATA BASE 

A recorded speech data of 20  Kurdish persons (10 males and 

10 females)  is used in this work. Two recorded speech 

statements  are recorded  for each person, one for training, and 

the other for recognizing, thus this work is a text independent 

speaker  recognition.   

3.THE SUGGESTED RECOGNIZER 

CHARECTERSTICS 

3.1  Preprocessing (de-noising the noisy 

speech signal) 

The de-noising technique used in this work is started by  

transforming the speech signal to the wavelet domain, 

thresholding  the detail coefficients (outputs of high pass 

wavelet filter), and then reconstructing  the speech signal . 

Two types of thresholding are existed : hard  and soft 

thresholding , hard thresholding can be described as the usual 

process of setting to zero the elements whose absolute values 

are lower than the threshold, this type is used for compressing 

signals .Soft thresholding is an extension of hard thresholding,  

first, elements  of absolute values  lower than the threshold are 

set to zero , and second, the nonzero coefficients are shrank 

towards 0, this technique is used for de-noising signals. Let t 

denote the threshold. The hard threshold signal is x if |x| > t, 

and is 0 if |x|< t. The soft threshold signal is (|x| - t) if |x| > t 

and is 0 if |x| < t. [14] 

In this study the soft thresholding technique is used to de-

noise the noisy speech signal. 
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Figure 1:   (a) The original speech signal .    (b)The noisy speech signal( S/N ratio is 30dB).    (c)The noisy wavelet coefficients.  

(d) The de-noised wavelet coefficients.   (e) The de-noised speech signal . 

 

An example of applying the described  algorithm on a noisy 

speech signal is as shown figure (1): 

3.2 Feature extraction using MFCC 

The MFCC parameter, was first used  by Davis and 

Mermelstein [15], MFCC  presents the  energy distribution of  

the speech signal  in the frequency domain. This method 

based on the Mel frequency scale and is related  to human 

hearing , and  it can be used  as an  anti-noise  more than other 

parameters, like  LPC.  [16],[ 17] 

 In MFCC, feature extraction filters are spaced linearly at low 

frequencies and logarithmically at high frequencies, since 

most of the important human's perspective  information are 

concentrated  in the low frequency components of the speech 

signal. [4]. 

The technique of extracting  MFCC  features can be described 

by the block diagram shown in figure 2. [4]  

 

 

 

 

Figure 2.The feature extraction technique using MFCC. 

 

 

 

 

 

 

 

 

The first step is to use  hamming window for windowing the 

signal  [4], this window  is given by equation (1): 

𝑤 𝑛 =  0.54 − 0.46 𝑐𝑜𝑠  
2𝜋𝑛

𝐿
 ;  0 ≤  𝑛 ≤  𝐿 − 1… . . (1)  

The second step is to compute the spectral information from 

the windowed signal using DFT, which  gives the information 

about the  energy  rate at each frequency band. The frequency 

output are re-arranged according to Human hearing sensitivity 

to the frequency bands (Male scale)  . The relation of the 

frequency Mel scale is linear below 1000 Hz , and logarithmic 

above 1000 Hz [4] .The Mel frequency m can be computed 

from equation (2): 

(a) (b) 

(c) (d) 
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𝑀𝑒𝑙 𝑓  = 1127 ln 1 +   
𝑓

700
  …………………… . . .  2  

  A bank of filters will collect the energy from each frequency 

band, with 10 linearly spaced filters  below 1000 Hz, and  10  

logarithmically spread filters above 1000 Hz [4],[15] 

    Finally (20) MFCC are calculated by taking discrete cosine 

transform of the logarithm of  the power spectrum [4]. Most  

researchers used 12 MFCC, while,  in the final part of this 

work only 5 MFCC are  used. 

3.3 Feature Selection 

In this study  robust MFCC features are selected, the five 

highest  MFCC coefficients are selected after the de-noising 

process, since their frequencies are the highest, for they are 

affected by the  de-noising technique , these features are   to 

be fed to  the k-NN classifier  for the recognition process. 

3.4 The k-NN Classifier 

The k-Nearest-Neighbors (k-NN) is a simple arbitrary 

classifier. This classifier is highly applicable in many cases 

[18] [19], k-NN approach can be described by the following 

classification example: If a recorded data x is to be classified, 

its k nearest neighbors are referred to, and this forms a 

neighborhood of x . Simply this classifier classifies each set of 

the data in sample into one of the groups in training.[ 19] 

4.   RESULTS AND DISCUSSION 

This work consists of three parts : 

1-Speaker recognition using 12 MFCC features, and k-NN 

classifier from clean speech signals (before adding white 

Gaussian noise to these signals). Both utterances of each 

person is used here, one for training the classifier and the 

other for recognizing the speaker. The result of the 

recognition is 100%. 

2-Speaker recognition using 12 MFCC features, and  k-NN 

classifier from noisy speech signals that are corrupted by 

white Gaussian noise ,and with five values of S/N ratios 

(10dB,20dB,30dB,40dB,and 50 dB). One of the spoken 

sentences is used for training and the other one is corrupted by 

noise with five S/N ratios , these noisy signals are used for 

recognizing the speaker. Results of this part are shown in 

table (1)  ,the graph is shown in figure (3): 

The drawback of MFCC features with noisy signals [4], is the 

reason behind obtaining these results. 

Table 1. The results of part two of this work. 

S/N Ratio 

(dB) 

10 20 30 40 50 

Recognition 

Rate  

20% 30% 30% 40% 45% 

 

3-Speaker recognition using the 5 highest MFCC features, and 

k-NN classifier from de-noised speech signals,  for five S/N 

ratios. One of the spoken sentences is used for training and the 

other one is corrupted by noise with the previous five S/N 

ratios  , and then de-noised in the wavelet domain , the de-

noised signals are used for recognizing the speaker. The 

results of this part are shown in  table(2),  the graph is shown 

in figure (3): 

The results show the robustness of using the described de-

noising technique with the MFCC features, in addition to the 

process of feature selection.  

Table 2. The results of part three of this work. 

S/N Ratio 

(dB) 

10 20 30 40 50 

Recognition 

Rate  

45% 55% 70% 80% 95% 

 

 

    

  

Figure 3.The results of part two and three of this work. 

 

5.   CONCLUSIONS 

Adding white Gaussian noise with different ratios affect the 

recognition rate negatively especially using MFCC features, 

since MFCC  based on DFT which is not  suitable with non-

stationary signals (noisy signals). The suggested de-noising 

technique is not able to improve the performance of the 

speaker recognizer using 12 MFCC features, while using high 

MFCC (five highest) ,  improves the performance  by about 

36%. The reason behind this  might be the fact that the de-

noising technique used affect the high frequency components 

of the speech signal, which means that the enhancement 

process has been done on the high frequency components of 

the noisy speech signal. 
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