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ABSTRACT 
To minimize the computational effort needed in solving a 

Integer Linear Fractional programming problem a new 

approach has been proposed. Here we use   matrix for 

finding the solution of the integer linear fractional 

programming problems. 
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1. INTRODUCTION        
To solve Integer Linear Fractional Programming Problems 

with reduced computational effort, a new method of 

approach has been proposed. In this method, among the 

decision variables, the variables which can enter into the 

basis are identified and ordered based on the maximum 

contribution to the objective function. The ordered 

decision variables one by one are allowed to enter into the 

basis by checking whether it is still giving an improved 

solution. 

 

2. GENERAL INTEGER LINEAR 

FRACTIONAL PROGRAMMING 

PROBLEMS IN MATRIX FORM   
       The general Integer Linear Fractional Programming 

Problems is given by 
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Let the columns corresponding to the matrix A be denoted 

by P 1  , P 2 , P 3 ……P n  where 

 

P 1  = 
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C
T

 = ( c 1 , c 2 , c 3 ……c n  ),           

D
T

 = ( d 1 , d 2 ,d 3 ……d n ) and  c 0 , d 0  are scalars. 

 

3. APPROACH           
        In this new approach to solve Integer Linear 

Fractional Programming Problems, three phases are 

included and those phases are given below. 

Phase I: 
Promising decision variables are identified to enter in the 

basis and those promising variables are ordered based on 

the contribution to the objection function. 
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Phase II : 
     The arranged promising variables are allowed to enter 

into the basis in the arranged order after checking whether 

the newly entering variables will improve the objective 

function of the problem, keeping the feasibility. 

Phase III:  

    Finding of the improved solution  vector. 

    The above three phases are repeated till the optimum 

solution   reached. 

The step by step procedure is as given below 

Step 1 :   Let  iteration = 0 

Step 2 :   Perform phase I 

Step 3 :   Perform phase II 

Step 4 :   If the set J is empty then , Perform    

                  phase III 

Step 5 :   stop. 

Phase I  - Ordering of Promising variables 

Step 1 .  Using the intercepts of the decision variables 

along the respective axes with respect to the chosen basis a 

matrix is called   matrix is to be constructed. A typical 

intercept for the j
th

 variable, x j  due to the i
th

 the 

resource, b i  is 
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The expanded form of   matrix is  
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 Each row of the   matrix consists of m number of 

intercepts of the decision variable along their respective 

axes and each column consists of intercepts formed by the 

number of promising decision variables in each of the m 

constraints. 

 

Step 2 .  The minimum intercept and its position in each 

row of    matrix is find out. If there are more one 

minimum intercept then one of them is selected arbitrarily. 

Multiply the minimum intercept of the variable 

corresponding to a row with the corresponding   

contribution coefficient in the objective function both in 

the numerator and denominator and the objective function 

value 
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 is calculated. 

Step   3.  Repeat step2 till the minimum for each row as 

well as its contribution to the objective function are 

calculated.  

 

Step 4  .  Let   = 0. J is a set consisting of the subscript 

of the promising variables. 

Step 5 . Select the variable whose 
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value is the largest.If the same   largest  
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occurs, for more than one variable then the variable that 

has maximum contribution including the fractional value is 

taken as the promising variable.If that is also same then 

select any one arbitrarily. 

 

Step 6 . Let it be Rx .Then Rx  is selected as the 

promising variable. 

 

Step 7. Increment   by 1.The subscript of the variable 

Rx  is stored as the 
thl  element in set J. 

Step 8. The row corresponding to the variable Rx  as 

well as the other rows whose minimum occurs in the 

column at which the minimum for Rx  occurs are deleted 

 

Step 9. Step 5 to 8 are repeated  till either all the rows or 

all the columns are deleted. 

 

Step 10. The set of variables collected in Steps 5 to 8 are 

the ordered promising variables. 

 Let J= { Subscripts of the promising variables arranged in 

the descending    

             order
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Let   be the total number of elements in the set J.  

 

Phase II – Arranged variables are allowed to 

enter into the basis 
 The arranged promising variables are allowed to 

enter into the basis one by one based on the entering 

criteria.The step by step procedure is given below. 

 

Step 1. Let 1k , X B   is the solution vector and 

flag(=0) is the flag vector. 
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P old0  = P 0  

Step 2.   Iteration is incremented by 1. 

 

Step 3.  The 
thk  element in the set J is selected and let it 

be j. Then the entering variable is jx . 

 

Step 4. Computation of  jx  value. 

       The  value with which jx  can enter into the basis is 

computed by using the following formula 

   k  = min { int { 

ij

iold

P

P

)(

)( 0
} ;     

 ( P j ) i  > 0  } i = 1,2,3….m 

 

Step 5.    If    k  =1 and k=1 then the value of  =1 

else the value of   is chosen between 0 to 1 ( Let  
=0.5 ) 

               Compute S = int (  k ) 

                k  = int ( 1-   )  k  

 

Step 6.    S is added to the j
th

 element of the vector X B  

and 1 is added to flag j  

 

Step 7.  P 0  vector is modified using the relation  

    ( P new0  ) i  = ( P old0  ) i - (P j ) i  S 

                     i = 1,2,….m 

 

Step 8.  ( P old0  ) is replaced by ( P new0  ) 

         If k=1 or S   1 goto step 16 

 

Step 9.  Check whether k
th

 element is still promising 

among the remaining list of (  -k ) promising variables in 

set J using the following steps. 

 

Step 10. Let  r =1 

 

Step 11. Select the ( k + r )
th

 element in this set J. Let it 

be q. Then the variable corresponding position x q . 

 

Step 12. Find  q  using the formula 

 q  = min { int {
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Step 13.  If    k  <  q  goto step 15 

 

Step 14.  Increment r by one 

         If  r    (  -k ) then goto step 11.   Else goto step 

16. 

 

Step 15.    k is replaced by k + r  and   k  is replaced  

by  q  

       If  k  <    goto step 10 

 

Step 16.  If  flag k    1 goto step 3. 

        Else go to Perform Phase I. 

 

Phase III – Determination of  new             ( 

improved ) solution vector to the Integer 

Linear Fractional Programming Problems 
               Except for the most promising variable in the 

solution set obtained in phase II the values of  remaining 

variables are set to zero. Taking this as starting solution, 

phase I and II are performed until improved solution is 

obtained. If there is no improvement the next promising 

variable value along with the most promising variable also  

is retained and the remaining basic variables made to zero. 

Phase III is repeated until the basic variables list 

exhausted.   

 

4. ALGORITHM 
Stage I. The basic variables are arranged according to the 

descending order of their contribution to the objective 

function 

Step 1.   = 0, k =0, n 1  is is the number of basic 

variables having nonzero values in the solution 

Step 2.  X is the solution vector obtained in phase II. 

Step 3.  If 
th  element in X, ie   X   > 0, then 

          Multiply  
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 , let it be stored as k

th
 

row  0
th

 column element of array W and    is stored as  k

th
 row 1

th
 column element of array W.  k is incremented 

by one. 

Step 4.    is incremented by one 

Step 5.  If    < n 1  then goto step 3. 

Step 6.  The array W is sorted in the descending order 

based on the 0
th

column values of      

            W 

Stage II.  Finding the solution by assigning all the 

variable values except one in the basis to zero level. 

Step 7.   k = 0 
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Step 8.    = 0 

Step 9.   i = 0 

Step 10.  If  i > k then 

                  J = W 1i  

                 X j = 0 

Step 11.   i is  incremented by one 

Step 12.  If   i < n 1  then goto step 10 

Step 13.  Now  P c  is the current resource vector or ( 

RHS ) and corresponding objective function value Z 1  is 

calculated. 

Stage III.  Find the new solution 

Step 14.  Use phase I and phase II and find the new 

solution X  which is stored as Y(   ) and the 

corresponding objective function value Z 2 is stored as V (

  ). 

Step 15.      is incremented by one 

Step 16.  If     < n 1  then goto step 9 

Step 17.  Find the largest of V (   ) and its position pos, 

where ( 0    < n 1  ), Let it be stored in Z 3 . 

Step 18.  If  Z 3  > Z,  then   Replace X by Y ( pos) goto 

step 1.   else  if k < n 1   then  increment k by 1.goto step 8. 

 

5. NUMERICAL EXAMPLE 
Solve the following   Integer   linear fractional 

Programming Problem. 

Maximize   Z = 

                                 

                            
    

Subject to the constraints 

4x1+ 2x2 + 5x3+ 7x4+ 7x5 + 7x6   ≤ 325 

4x1+ 2x2 + 4x3+ 9x4+ 9x5+ x6    ≤ 400 

9x1+ 3x2 + x3+ 4x4+ 7x5 + 9x6   ≤ 425 

5x1+ 3x2 + x3+ 2x4+ 4x5 + 6x6    ≤ 425 

Where   x1, x2, x3, x4, x5, x6   ≥ 0 and all are integers 

 

Solution 
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CT = (4,17,24,23,19,13 )  ,  DT = ( 2,3,4,6,3,5,50 ) ,C0 = 2 , 

D0 = 50. 

 

Phase - I 

To find   Matrix 
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Arrangement of promising variables 

                        J = {2, 3, 5} 

Phase – II 

X2  promising variable 

   = minimum      
   

 
 
   

  
 
   

 
 
   

 
   = 

minimum (162,200,141,141) = 141 

  S = 70 

Z = 
      

      
 = 
    

   
 = 4.581 

(P0 – new)1 = 325 – 70   2 = 185 

(P0 – new)2 = 400 – 70   2 = 260 

(P0 – new)3 = 425 – 70   3 = 215 

(P0 – new)4 = 425 – 70   3 = 215 

X2  promising variable 

 

  = minimum      
   

 
 
   

  
 
   

 
 
   

 
   = 

minimum (92, 130, 71, 71) = 71 

 S = 35 

Z = 
           

        
  = 4.90 

(P0 – new)1 = 115,(P0 – new)2 = 190, 

(P0 – new)3 = 110,(P0 – new)4 = 110 

X2  promising variable 

  = minimum      
   

 
 
   

  
 
   

 
 
   

 
    

= minimum (57, 95, 36, 36 ) = 36 

 S = 18 

Z = 
           

        
 = 5.00 

(P0 – new)1 =79,(P0 – new)2 = 154,(P0 – new)3 =56,(P0 – 

new)4 = 56 

 

X3  promising variable 

  = minimum      
  

 
 
   

  
 
  

 
 
  

 
    

= minimum (15, 38, 56,56 ) = 15 

 S = 7 

Z = 
          

       
  = 5.06 

(P0 – new)1 =44,(P0 – new)2 = 126,(P0 – new)3 =  49,(P0 – 

new)4 = 49 

 

X3  promising variable 

  = minimum      
  

 
 
   

  
 
  

 
 
  

 
    

= minimum (8, 31, 49,49 ) = 8 
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 S = 4 

Z = 
          

       
 =  

    

   
  = 5.09 

(P0 – new)1 =  24,(P0 – new)2 =110,(P0 – new)3 = 45,(P0 – 

new)4 =  45 

 

X3  promising variable 

  = minimum      
  

 
 
   

  
 
  

 
 
  

 
   

 = minimum (4, 27, 45, 45 ) = 4 

 S = 2 

Z = 
          

       
   = 5.11 

(P0 – new)1 =14,(P0 – new)2 = 102,(P0 – new)3 = 43,(P0 – 

new)4 = 43 

The current solution is x2 = 123, x3= 13 

Z = 
               

             
 

    

   
  = 5.11 

Repeating this procedures Phase I and   Phase II we get the   

solution as 

The current solution is x2 = 130, x3= 13 

Z = 
               

             
 

    

   
  = 5.13 

 Phase – III 
 

x2 is retained 130 and remaining variables are set to zero 

,that is  x3 = 0. 

        Now   P0 =  

  
   
  
  

  

Following similarly we get the final solution  

 the optimal solution is  

 x2 = 130, x3= 13 

MaxZ = 
               

             
 

    

   
  = 5.13 

 

6. CONCLUSION 
In this a new approach to solve Integer Linear Fractional 

Programming problem has been discussed. The above 

algorithm rendered  best optimal solution. In Future this 

method can be applied in Zero-One Integer Linear 

Fractional Programming to get better optimal solution. 
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