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ABSTRACT 
To achieve high throughput in wireless networks a partial 

parallel LDPC decoder is proposed in this paper. For fully-

parallel decoders, it suffers from large hardware complexity 

caused by a large set of processing units and complex 

interconnections. In wireless networks coding complexity and 

routing congestion can be reduced by designing the decoder 

with partially-parallel architecture. The partially-parallel 

architecture with Split Row algorithm reduces the total global 

wire length by about 26% without any hardware overhead and 

increasing the throughput by 60% and 71% in wireless 

networks. 
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1. INTRODUCTION 
The partially parallel architecture is good trade-off between 

throughput and hardware cost. Since a PU is shared for a 

number of rows or columns, the number of PUs becomes 

much smaller than that of the fully-parallel architecture. As 

decoding options are parallel in nature, it is important to 

determine which rows or columns are processed in PU. In the 

grouping, the dependencies between rows and columns should 

be considered to minimize the overall cycles by overlapping 

the decoding operations[2]. 

    A key concern in the design of high throughput LDPC code 

decoders comes from the communication structure that must 

be allocated to support message passing among VNs and CNs. 

Three approaches can be followed in the high level 

organization of the decoder: 

     The recently extended version[13] of Split-Row decoding 

method[14] for irregular LDPC codes decreases interconnect 

complexity by splitting the rows of the parity check matrix 

into nearly independent halves and provides a reduced 

complexity and smaller interconnect complexity.  

    This paper introduces a Split-Row threshold method to 

further enhance the throughput and energy efficiency for 

irregular LDPC codes as presented in reference [15] for 

regular LDPC codes. This method reduces the wire 

interconnect complexity  

 

 

 

 

between row and column processors and increases parallelism 

in the row processing stage. The Split-Row method also 

simplifies row processors which results in an overall smaller 

decoder. 

1. Fully Parallel Architectures (FPA): separate processing 

units are allocated for each VN and CN and all messages are 

passed in parallel along dedicated routes. 

2. Partially Parallel Architectures (PPA): more processing 

units work in parallel, serving all VNs and CNs within a 

number of cycles; suitable organization and hardware support 

are required to exchange messages. 

3. Serial architectures (SA): a single processing instance is 

allocated for both VN and CN computations and nodes is 

served sequentially; messages are exchanged by means of a 

unique memory. 

   The first approach leads to very high throughput, large 

implementation cost and severe congestion problems in the 

routing of interconnects[3]. For these reasons it is not adopted 

in practical implementations. The partially parallel 

architecture requires a large bandwidth between processing 

units and memories where messages are stored. Moreover, 

special attention is necessary to avoid collisions in the 

memory access[4]. However, the partially parallel organization 

allows to precisely tune the wanted degree of parallelism with 

respect to the addressed throughput and it was proved to be 

the best solution for the implementation of efficient 

decoders[4-8]. 

   The serial approach leads to low cost and low power 

implementations and it also offers a high level of flexibility 

with respect to the supported code. However serial 

architectures did not receive much attention, due to the fact 

that the sequential processing does not achieve large 

throughput. This solution is particularly suitable for software 

implementations on Digital Signal Processors[9]. As 

throughput requirements in WNs applications are usually 

much lower than in wireless communications, the serial 

approach appears as the best solution to implement low cost 

and low energy decoding in a sensor node. 

   This Paper proposes high performance LDPC for wireless 

networks using partially parallel decoder architecture with 

split row algorithm and comparison of simulation results are 

discussed in Section (6), which shows the bit error rate 

performance of different architectures. Output comparison of 

both existing and proposed decoder architecture is tabulated in 

Section (7). 
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Fig 1. Block Diagram of Partial Decoder 

 

2. PARTIAL PARALLEL DECODER 
    The main idea behind partial-parallel implementations is to 

build a balance between parallelism in decoding and the 

interconnection wiring complexity. In this architecture, a 

subset of variable nodes and check nodes is implemented in 

the hardware, and by changing the routing network between 

implemented nodes, different partitions of parity check matrix 

are processed. Since intermediate messages need to be stored, 

memory resources are essential for this architecture. One 

iteration of decoding takes multiple cycles, which means the 

throughput is lower compared to full-parallel decoders. 

However, the decoding circuit is much smaller (Fig. 1). 

     Although the routing network is much simpler in partial 

parallel decoders comparing to full parallel ones, it is still a 

challenge for efficient hardware implementation, specially 

when the high throughput requirements force large number of 

implemented processing nodes in hardware. Adjusting the 

interconnection network to different partitions is achievable 

by utilizing Permuter networks[10], or in general a network of 

muxes[11]. Since the routing network becomes adjustable, 

reconfigurability can be entered into the design, therefore this 

architecture is ideal for standards supporting multiple code 

rates. 

 

3. SPLIT-ROW  
   A threshold decoding method is proposed for Split-Row to 

compensate for the difference between minimums among the 

partitions and therefore improve the error performance with 

negligible additional hardware (Fig. 3). The basic idea is that 

each partition sends a signal to the next partition if its own 

local minimum is smaller than a threshold (T). Thus, the other 

partition is notified if there exists a minimum smaller than the 

threshold. The algorithm is explained below. Similar to the 

MinSum decoder, the first and second minimums (Min1, 

Min2) in each partition are computed locally. The proposed 

algorithm checks if Min1 is less than Threshold T then both 

Min1 and Min2 are used to update α values. Additionally, a 

threshold signal (Threshold_en) which goes to the next 

partition is asserted high, indicating that the minimum in this 

partition is smaller than threshold T. 

 

Fig 2. Split Row Threshold Method 

 

   The Split-Row decoder partitions the check node processing 

into two or multiple nearly independent partitions, where each 

block is simultaneously processed using minimal information 

from an adjacent partition (Fig. 2). The key idea of Split-Row 

is to reduce communication between check node and variable 

node processors which is shown to have a major role in the 

interconnect complexity of existing LDPC decoding 

implementations.  

 

4. PROPOSED ARCHITECTURE 
    A Partial parallel architecture[1] for the proposed system is 

shown in Fig. 3. Architecture includes check nodes and 

central node unit, check node unit performs the code 

generation based on the data elements present in the matrix. 

The proposed architecture is responsible for 16 bit code 

generation, all check nodes are controlled by central node 

unit. Output from all control node units are compared with the 

parity check matrix value, absolute detected output from 

parity check matrix is matched with decision reference and 

produces the decoded data. (Fig. 3) 
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Fig 3. Partially Parallel Architecture 

 

 

 
 

Fig 4. Internal circuit of check node unit 
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Fig 5. Internal circuit of control node unit 

 

  5. LDPC MATRIX 
     LDPC codes are defined by an M × N binary matrix called 

the parity check matrix H. The number of columns, 

represented by N, defines the code length. The number of 

rows in H, represented by M, defines the number of parity 

check equations for the code. Column weight Wc is the 

number of one’s per column and row weight Wr is the number 

of one’s per row. LDPC codes can also be described by a 

bipartite graph or Tanner graph[11]. 

        
                 

                    Z=Hxr 
where Z is the code output and r is the data from control 

nodes. Data elements are compared with the row of the parity 

check matrix. LDPC codes are defined by a sparse parity-

check matrix. This sparse matrix is often randomly generated,  

subject to the sparsity constraints. The LDPC codes are 

generated by comparing central node see Fig.5 output values 

with the check matrix data. Decoded output is obtained when 

the data is compared with the check node (Fig. 4) output 

codes, if the code is absolutely matched with the code 

generated by the control node. 

 

6.  SIMULATION RESULTS 
    Simulation results for BER comparison of various decoder 

architectures are shown in Fig. 8 and the performance of 

different iterations is shown in Fig.9. The following labeling 

is used for the figures: “MS” for normalized Min-Sum, “MS 

Split-Row” for the extended method Min-Sum Split-Row 

algorithm and “S” for the scaling factor. The performances of 

irregular LDPC codes are illustrated in the figures given 

below. Simulations were run to determine the performance of 

these LDPC codes in AWGN channel with BPSK modulation. 

 

 

Fig 6. FER Result for different iteration 

 

http://en.wikipedia.org/wiki/Parity-check_matrix
http://en.wikipedia.org/wiki/Parity-check_matrix
http://en.wikipedia.org/wiki/Sparse_matrix
http://en.wikipedia.org/wiki/Sparsity
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Fig 7.BER Performance Result for different iteration 

 

 
Fig 8.BER Comparison of Split Row with other Algorithms 

 

Fig 9.Iterative Comparison LDPC decoder 
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Fig 10.Xilinx Verilog output for check node processing 

7. CHECK NODE PROCESSING 

   A LDPC code is defined as binary matrix called parity 

check matrix H. Rows define parity check constraints between 

encoded symbol in a code word and columns defines the 

length of the code. 

V is the valid code word if H × VT=0 

Decoder in the receiver checks the condition H × VT is valid or 

not. If this condition is satisfied then the received output 

contains no error which is shown in Fig. 10. 

8. RESULT COMPARISON 
   The comparison output for both fully parallel and partially 

parallel architecture is obtained using Xilinx Verilog code is 

shown in Table1. Table 1 deals with the delay analysis of the 

proposed work with the existing work. Delay values are the 

most important factor in the improvement of throughput. The 

role of split row algorithm reduces the complexity in check 

node processing. 

Table 1. Performance output comparison. 

 

 

 

9. CONCLUSION 
     In this paper high performance LDPC architecture for 

wireless networks was proposed, which requires the 

modification in LDPC architecture using Partially-Parallel 

structure with Min sum Split Row threshold decoding 

algorithm. Simulation and synthesis results show that better 

performance in throughput of 60 to 73% and BER of 0.23 dB 

for a LDPC code in comparison to the Split-Row decoding 

algorithm. 
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